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ABSTRACT 

Ontology is essential to the Semantic web and many new AI applications. With the assistance of 

ontology, the client and the system may interact with the popular domain understanding in a 

machine-to-machine environment. While ontology has been proposed as an essential tool to 

reflect real-world information in database design construction, most ontological innovations are 

not immediately implemented. The fundamental challenges to developing and updating these 

Domain-specific Ontologies, such as the need for manual involvement by field experts and the 

limitations imposed by current technology, have made it less feasible for ontology to create and 

upgrade automatically. Automatic ontology generation plays therefore an essential role in 

semantical web applications and emerging AI applications. However, domain experts need 

manual involvement to help build and update the domain-specific ontology, and the limitations 

on existing technology adoptions make it less feasible to create and update ontologies 

automatically. The key contribution of this research work is to generate automated ontologies 

from discrete sources of knowledge based on machine learning algorithms. Study findings are in 

four distinct stages, data extraction from many sources, automated acquiring of information 

using machine learning algorithms and selection of automatic attributes, and the modelling and 

validation of the relationship between entities and ontology. A model is developed for acquiring 

and exploring information in field ontology using the Jaccard Relationship and the Neural 

Network. The results show that the machine-built models can construct domain-specific 

ontologies automatically and efficiently. 

Keywords:  machine learning, domain-specific ontology, attribute selection, Knowledge 

acquisition, automation. 
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1. INTRODUCTION 

Ontologies are an important and comprehensive part of the Semantic Web; they are used as 

resources in web to represent information and to allow machines to comprehend internet data 

concepts. The ontological life cycle through the Semantic Web involves manual creation, 

refining, mixing, mapping, annotation techniques, etc., which involve the classification of core 

population principles, annotations, manipulation, or management of ontology. Ontology 

capacities semantic annotation applications to allow structural, syntactic, and semantic document 

definition, which provides entirely new ways of intelligent search rather than keyword matching, 

preference for query response over knowledge recovery, Ontology mapping practice for 

document exchange between applications, and document view definitions, at the same time it 

should be scalable in order to extend the idea by other users Ontology learning (OL) involves the 

importation, processing, extraction, cutting, and evaluation of ontology. Ontology is of the 

utmost importance when arranging information for use by integrated machine-by-machine 

(M2M) systems for explicit inferences, which is sufficiently integrated into the use of artificial 

intelligence (AI), natural language processing (NLP). Ontologies find application in terminology 

acknowledgment, user response understanding, and word generations for particular user 

interaction concepts and channels for discussion, such as chatbots, etc. 

Notable examples demonstrate the impact of neural approaches to learning in the acquisition of 

information and representation in the broad field of Semantic Web technology. Litratures include 

ontology learning [1, 2, and 3], the learning of organized natural language query  [4], the 

alignment of ontology [5, 6, 7], annotation of ontology [8, 9], combined relationship and multi-

modal representations of knowledge [10], and prediction of relationships. Ontologies, by 

comparison, have been used repeatedly for machine-learning tasks as context information. For 

example, there are countless hybrid approaches to language learning by integrating corpus-based 

evidence with semantic sources [11, 12, 13, 14, and 15]. This interplay of formal information and 

corpus-based methods has led to knowledge-graphics embeddings, which have proved useful in 

tasks like the discovery of hypernymes [16], discovery and classification of collocation [17], 

meaning disambiguation [18, 19], and related relational and multi-modal representations of 

knowledge [20], and many more. 

Domain-specific ontological study accords to the appropriate interpretation of the knowledge 

structure. Ontology is the basis for knowledge in the appropriate framework for any given 

domain. The use of ontology or conception determines the creation of the knowledge level and 

the vocabulary for this knowledge. In order to make this knowledge pervasive, the knowledge 

base (ontology) is created once and encouraged to either reuse this knowledge or, if concepts are 

not available, add to it and publish it as linked open data.  

The application of Artificial Intelligence, Semantic Web, Biomedical Informatics, Systems 

Engineering, Enterprise Bookmarking, Information Engineering, and Library Science can be 

properly used for particular domain ontologies. These applications have contributed to the 
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relevant understanding and perception of information and its role in the expression of the 

domain. For the following purposes, special domain ontologies are generated, which can be used 

advantageously for the adequate representation of knowledge: 

• Ontology provides a common and sharable domain vocabulary. 

• Ontology metadata enables easy fusion and expansion of ontologies i.e. scalability. 

• Content is clearly defined by ontology. 

• Knowledge of the domain can be separated from operational knowledge. 

• Ontology enables the reuse of its contents. 

• Ontology offers ordering and structuring of its contents. 

• The addition of cognition capabilities and rules helps to infer new knowledge. 

 

In the Semantic Web and numerous emerging applications, Ontology plays an important part. 

With the help of ontology, the client and the framework can interact with each other in a 

machine-to-machine environment with a common understanding of the domain. Although 

ontology has been proposed as a vital means of representing real-world knowledge in the 

construction of database designs, most ontological developments are not carried out 

automatically. However, the underlying challenges in creating and updating these Domain-

Specific Ontologies, such as the need for manual intervention of Domain Experts and the 

restrictions imposed by current technology adoptions, have made the tasks of automatic creation 

and upgrading of Ontologies less feasible. The automatic generation of Ontology, therefore, 

plays a significant role in the semantic web and emerging AI applications. 

1.2 Why build ontologies for a particular domain? 

For five purposes referred to below, domain-specific ontologies are created, 

1. Field expertise review, 

2. Distinguishing domain experience and organizational expertise,  

3. Domain assumptions are made clearly, 

4. Enable domain information to be reused, 

5. Sharing a summary for app users and agents of information systems, 

1.3 Research objectives 

 K-Bayes Ontology Learning Algorithm is designed which automatically extracts 

concepts, characteristics, values, and relations across fields (K-Bayes). 

 The implementation of unregulated methods of representation training on ontologies that 

establish ““embedding””” for entities in ontologies, and we demonstrate that these 
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embedding methods can be used as semantical measures of similarity while helping to 

overcome such limitations. 

 Designing an algorithm for automatic entity and relationship validation. 

2. RELATED WORK 

A study of different ontological methods has been published by Hazman et al. [21]. The analysis 

of ontology was divided into two categories, unstructured and semi-structured data. The study 

found that the processing of natural language techniques was useful in learning ontology from 

unstructured data. In the case of ontology from semi-structured data, data mining and web 

content mining techniques are more important. These concepts explored ontology using domain 

keywords during their survey but did not explore the ontology of building from scratch. The 

study showed that ontology evaluation is both essential and significant. The five levels of 

ontology assessments were defined, namely the lexical, hierarchic, contextual, syntactic, and 

structural levels (vocabulary). It was  concluded that human-based assessment is possible on all 

five levels listed above. 

To extract domain documentation from the web and use them as a corpus in extracting terms and 

concepts for ontological construction, Sanchez and Moreno et al. [22] used seed words. 

Furthermore, Fraga and Vegetti [23] placed seed words in a text file to manually facilitate 

extraction. Current research relied primarily on NLP ontology to provide the system with context 

information. Normally, only a human expert solves the key problem of automatically learning 

complex domain ontologies. The first to apply neural language models to PubMed corpora were 

Pyysalo et al. [24] and Minarro-Gimenez et al. [25]. The use of Skip-gram 22-m PubMed and 

more than 672 K PubMed Central Open Access is the total text papers from Pyysalo et al. The 

principal goal of Pyysalo et al. work was to render word representations accessible (1 to 5 grams) 

from reusable literature. Minarro-Gimenez et al. have used PubMed and other medical and non-

medical datasets. 

The mixed paradigm used by clinicians to promote automated decision-making, Holmes (Hybrid 

Ontological and Learning Medical System) developed by Khan et al. [26]. Holmes integrates 

knowledge-based technology with ML that generates a decision support system resistant to noise 

(DSS) when complete information is missing. The lack of data management is an important issue 

for current medical DSS as patients provide inaccurate details or do not disclose current health 

conditions. It is therefore essential to have a forum that addresses these concerns. A specific 

construction was given for the validation of the suggested hybridized design in which the central 

reasoning used knowledge-based decision making, and the ML algorithms predicted the use of 

custom classifying. Holmes has incorporated a design feature that removes the need to plan 

complete datasets before processing. Holmes is also able to use many different data sets, which 

enables the sharing of information in real-time that is particularly useful in medical emergencies. 

The paradigm is however limited by the lack of exploration of models for machine learning for 
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the decision-making process. It has also been developed for use in a particular situation and thus 

needs to be modified (or extended) to other applications. 

A further recent research, Moran et al. [27] found that the processing of remote sensing 

information for the production of analytical and comparable evidence involves automated 

mechanisms. Study developed a technique to combine ontological knowledge management with 

ML, using methods for classification and regression trees to identify various spatial data sources. 

The principal advantages included promoting skillful information management and logical skills 

in ontology, such as consistency monitoring. The ontology created can also be used or moved to 

the Linked Data Cloud in other investigations. The performance of the Decision Tree 

classification was, however, adequate but did not correspond to the accuracy of the classification 

levels for the ensemble. 

Various study groups have produced several information maps launched in 2012, for example 

Google KG [28]. Search engines were used for returning links for the queries requested before 

2012. When the Information Graph was presented by Google (KG), the scenario has been 

changed. This graph is nothing more than the information base used to find and address 

questions in the Google search engine. The data obtained from the knowledge graph are 

presented in the information box (which is displayed on the right side of the web page besides 

links). The Chatbox is also recognized as an information desk. Google recently began using the 

Information Map to answer Google Home spoken questions. The graph is written in English, 

French, Spanish, Spanish, German, etc. Critics earn Google’s Information Graph. 

Many literature works suggest that ontology be constructed automatically from textual resources 

using methods and tools for ontology learning. Most of the works linked to it are in the single 

sector, and most of them are in the political field. The principle of extraction was mainly based 

on the writers. Some researchers employed the methodology of reengineering to reuse 

ontologies. Furthermore, the authors suggested a reengineering approach focused on reusing 

ontology online. These findings prompted us to concentrate on developing a particular semantic 

model that can maintain knowledge relevant to the matching necessity. Firstly, multiple domain 

applications are different from our work. Second, it can extract all key elements in a domain-

specific ontology from the proposed machine learning model. Finally, we plan to construct an 

expressive domain ontology that can correct the mistakes, update new terms and add 

relationships and axioms to the derived ontology in order to make them more explicit. 

The organization of the rest of the section in the paper is as follows; section 3 describes the 

methodology used in the study in order to get the automated ontology. Section 4 shows the 

results obtained from the experiments that find the appropriate approach in order to develop 

ontology automation. Section 5 discusses the current study and future scope, followed by the 

conclusion.  
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3. METHODOLOGY 

The proposed model in this study is based on drawing of the Jaccard relationships from text 

documents and ontological modeling of concepts and relationships. A combination of two 

different exclusison methods is the proposed innovation in the scientific model: the semantical 

and the thematic diagrams. A third method analyzes external service descriptors to validate the 

findings. 

The three approaches point to the viability of the model. Additional advanced techniques, such as 

Machine Learning and Information Recovery (EIS), can also apply the model. However, the use 

of direct methods underlines that certain methods can be” “recounted for”,” and the findings are 

attributed to the mixing and verification process of the model. Figure 1 shows the overall 

Ontology process. 

 
 

Figure 1: Ontology Designing Process 

The proposed approach employs four type of algorithms to automatically acquire information, 

extract the attributes, connect the entities, and validate the entity. Data gathered from different 

sources is first stored in its native format in the data lake before they are sent, in the form of 

tables, to the IKA (Improved Kidney-Inspired Algorithm). The data lakes are the repository of 

raw information available in data warehouses, which is a data science discipline about enormous 

data study. . A data lake is a place where data can be obtained and used for analysis in an 

unprocessed format. The IKA algorithm uses three processing techniques: normalization, 

harmonization, and construction of a decision tree. The graphical data tables are logically 
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arranged, and redundant information is extracted during normalization. The graphical data tables 

are then submitted to the harmonization process once the normalization process is completed. 

The possible combination of data from heterogeneous sources is generated during harmonization. 

After the pre-processing steps have been completed, the graphic databases are translated to 

“.arff” file format to insert information into ontology. The decision tree is based on its principles 

and attributes. 

 

Figure 2: Proposed framework 

Furthermore, the decision tree obtained will be sent to the K-means Bayesian algorithm, which 

clusters the decision tree and performs the classification. The clustering of the decision tree is 

initially based on the parent ’nodes’ average value. The clustered data shall then be transmitted 

to the Naïve Bayes algorithm for classification. The proposed algorithm Naïve Bayes is chosen to 

cluster data since it provides a higher precision than other current algorithms. The categorized 

result indicates the best possible classification of the ontological attributes. 

 

The classified characteristics are then injected into the Automated Entity Relationship Algorithm 

(AER). The algorithm obtained from the relation of the entity based on the attributes of the 
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category. The AER algorithm is used to combine the relationship of an entity with the classified 

attribute through mapping techniques. Finally, the entity relation model obtained is transmitted to 

the Validation Automated Entity Relationship Algorithm (AERV). The AERV investigates the 

infringement of modeling rules by the model received. Further, it verifies that the syntax is true, 

that the models obey positions, and that the conditions of the statement are met. For more 

awareness updates, the proposed validation technology is highly important. Finally, the result is 

converted into an accurate ontology. Figure 2 demonstrates the proposed structure. 

 

Intelligent Knowledge Acquisition (IKA) Algorithm 

1. Creates an N node.  

2. If whole T records have the same goal category 

3. Back N as a goal community leaf node.  

4. If there are empty attributes available.   

5 Return N as the overall goal community leaf node for the records.  

6. Obtain the best attribute (T, available attributes).  

7. Attributes available = best attribute attributes available.  

8. Divide the records according to best attribute (best attribute, T)  

9. Ti of T on the best attribute for every break.  

10. Append the IKA Decision Tree (split Ti records, attributes available) to a new node returned 

11. End loop 

12. End function 
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.  

Figure: 3 Extraction of Domain-Specific Ontology  

 

Step Description 

Pre-processing The records can be retrieved here. This phase is comprised of many sub-

phases, listed below.  

1) Converting formats: Migration of documents to a more suitable (say, 

XML) occurs. 

2) Stemming: here, the words in the document examined are reduced by a 

combination of different algorithms to their root form.  

3) Marking speech components: Words (also multi-word terms) in a text 

that corresponds to a particular voice element are here marked in the 

document (e.g. nouns, adjectives, verbs, etc.).  

4) Avoiding word listing: here, excessive domain requirements are deleted 

(e.g. conjunctions, articles, and verbs).  
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5) Synonym recognition and terminology extraction 

Establishing the 

Ontology  

A basic version of ontology is developed based on primitive terms with 

simple and compound concepts. 

Mapping of 

Relationship and 

Concept  

Different statistical and ML algorithms are used in data mining to identify 

concepts and relationships in the ontology generated. Three major types 

of ML algorithms are available: un-attention monitored and semi-

controlled. 

Harmonizing This is considered optional and appropriate if a consumer wants to 

harmonize the ontology obtained with the available knowledge base. To 

expand the knowledge base available, two or more ontologies are 

combined into a single ontology. 

Validating  and 

Refining  

The objective ontology is tuned here and supported by its changing 

existence. To evolve the particular application and also its ongoing 

growth, the adaptation, and refinement of ontology, taking into account 

user requirements, play a crucial role. Cutting out the extracted ontology 

of unrelated definitions is a significant step. 

 

 

3.1 Pre-processing  

The pre-processing starts the whole process. The data is converted into a data cleaning phase 

during the pre-processing. Text is just a series of sentences, or rather a sequence of characters. 

However, in the field of language modeling or linguistic processing, we are not focused on the 

depth of our ’data’s character, but the whole sentence. One explanation is that the various 

characters do not have a broad history in the language model. Characters such as ““d”,” “r,” "a" 

or "e" have no significance, but they can form "readings" when rearranged into sentences, which 

can clarify those acts which probably have already been done just that. 

3.1.1 Vectorisation  

A vector is a method of giving the computer information using numbers. The data collection and 

data collection methods can vary from study to study. 

3.1.2 Unwanted characters elimination 

The process of clarification of the text is the key step. If a text is not included in the 

HTML/XML source, it should delete all non-alphabetical dots, other non-language character 

types, and HTML classes. Popular cleanup methods include regular expressions to filter 

unwanted messages. Many systems have key characters in English, including stop signs, 

questions, and unpredictable symbols. 
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3.1.3 Tokenization  

Tokenisation is just the way an expression is broken into phrases. 

3.1.4 Removal Stop-words  

The two common termination removal methods are available, both of them simple. One 

approach is to count and assign a number value to each of the event words and delete any 

words/words that are more than the given value. Another option is to provide a predefined 

breaking set of symbols/symbols, which can be omitted from the list. In systems that rely on 

sentimental/sentimental analysis, such as "Lola Lov," some people can use helpful information 

“Blues Basset” except for the systems that need a more structured type of application. This can 

be done as well. 

3.2 Graph selection attributes and relationship building 

The next stage is to choose an attribute from the pre-processed data and apply it to the target 

data. We have minimized the data. To reduce the amount of data, the orignal information has 

been optimized. Word order in the attribute must be well chosen to avoid redundancies. 

3.2.1 Fuzzy C-Means Clustering attribute collection 

It involves the division by weight values of pre-processed data into different groups. Therefore in 

the same class, this attribute is as similar as possible. Since clusters may be viewed as a set of 

group data collections, clustering methods based on the flexibility or transparency of the subsets 

can be used. Fluorescent tightening device performance is typically greater than other clusters of 

the current one. The Fuzzy-C implies that the input data of each cluster is placed in a group of 

clones at a certain point. 

The (Fuzzy C-means) FCM's main concept is to reflect the similarity between a cluster point. 

FCM executes membership through an affiliate function that differs in all clusters from zero to 

one at any sampling stage. Depending on the environment of the cluster, the cluster may be 

small, medium, or large. For any sampling point, the number of population must be the same. 

This is the summary of the FCM Clustering Algorithm. 

Let P={p1, p3,….. pq} be a data collection, where each pq data point is a size n vector. Uvq, set 

of real matrices, and v-integer, two separate matrices. Then the C-mean space for the P partition 

is, 

MFFCM = {U ∈ Uvq: Ujk ∈ [0,1]}       (3.1) 

∑ μjk c j=1 = 1 where; 0 ≤ μjk ≤ 1, k = 1, q }     (3.2) 

 μjk of the membership of  kth data point in the jth cluster, j = {1,2,3, … … c} (3.3)  
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The algorithm begins with random selections of centers, then the Fuzzy membership for each 

attribute is calculated in every iteration until the cluster centers are not changed. The attributes 

are given to the group with the highest number of members. The method is optimized to work 

with the unique set of parameters (3.4) 

   ∑ ∑    
           

 
   

 
            (3.4) 
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∑       
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Equation (3.4) is a minimum square feature, with parameter n setting and the number of groups 

under which data is grouped by parameter c.. d
2
 (pkvj) is Euclidean, vj is the center vector of the 

j
th

 cluster and pk is the vector of the k
th

 attribute. When a time limit or a preset number of 

iterations is reached a small positive constant of 0 to 1, μ is the termination criterion, . this 

method is stopped. Hm is the aim of assigning each cluster attribute. 

FCM Steps: 

1. Choose the cluster number. 

2. Offer a certain point in the cluster the feature 

3. Repeat Steps 2 and 3 after the algorithm concludes. Using equation (3.5) above to determine 

the insulin for each cluster. 

4. Solve the member's class equation: (3.4) 

This algorithm reduces the variance of clusters but suffers from the same issues as the k-means 

clustering algorithm. Choosing a number for a minimum local level will depend on the initial 

weight selection. A gaussian mix is used to test class membership with data. Another factor 

closely related to the fuselage is Kloss. These things are useful data processing tools for grouping 

objects. Mathematicians introduced the "delay" into the FCM algorithm to reduce noise 

consistency problems. 

Construction of Semantic graph  

The first step in preparing an ontology-based classification is to create a raw graph from the raw 

data set. Graphics and the symbolic relationship between phrases in the text must be removed 

from the document. The ontology topic is listed in a file with the matching clause for the subject 

consonants  (used as the subject name). These words are also interpreted as values for certain 
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attributes in the formulation value and used as their identity. We probably suppose that the name 

of an Entity is described by these characteristics (usually known as a label) and that they decide 

the same meaning (nickname). The unit weight is based on the weight measured utilizing 

markers. We find label matches to be a quality thing. The topic names can be linked in the text in 

many different places.Simmilarly , experts in advanced disciplines such as linguistics, are 

required for textual analysis. The randomness of the unit is tied to several physical phenomena. 

We measure the cumulative weight gain of individuals via the following formula: 

    
 

  ∑            
         (3.5) 

There are two steps in calculating the new weight: Pi is used to compare the similarity between 

any two sets of words. 

Thematic graph  

Analytical terms can address more than one subject. Many items may also, in random phases, 

even if they are not related to or perhaps associated with the document's principal subject, be 

incorporated into ontology graphics. Moreover, specific provisions in the file may lead to several 

identifiers but maybe the only one to reflect the right match in the context of a document. The 

sequence of this algorithm is to choose the best definition of the unit and the recognized 

relationship from the diagram. 

The choice of the graph is based on the assumption that the components are related to each other 

and constitute a graph. Graphs are made using people and theological ties, so the subject and 

relations in this part must be one subject (category). A topic in a graph not connected with or 

belonging to another element, maybe a smaller group of similar components, most of which 

belong to another subject. Where the document focuses on an automated texting classifier topic, 

a single or minimal dominant thematic chart that corresponds with the main subject of the 

document should be included in the digital chart of the file. We have selected thematic graphs 

with the most artefacts and the most elements for further study and classification. If there were 

similar figures in other thematic maps, they would be included for further study. If one choose 

more than one thematic graph, it can show that the file deals on more than one topic. In this way, 

dominant graph selection effectively excludes elements that are not the main subject of research. 

Besides, the decrease in graphite means that porous (or slotted) parts are removed which are 

poorly associated with the overall picture. This is the step of minimizing low-cost data and 

restricting the flow of troubling data. Calculation of the center points for a subject, normally the 

subject mark, in the thematic map. Most central units were located at a geographical scale in our 

studies. The sum of the shortest pathways in the composition between the selected pitches and 

other pitches determines a geographical location measurement: 

     
 

  ∑           
                     (3.6) 
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Wheres(Xk, Xl) is between Xk and Xl the shortest path width. The best institutions and core 

organizations, as a pillar of the thematic graph. Their importance to the subject of the document 

is decided. Notice that the most central and vice versa should not be the strongest authorities. 

3.3 Semantic clustering 

Semantic features are added in order to incorporate the semantic dimension in the clustering 

process. Because semantic value is translated into conception (i.e. corresponds to definition 

marks in the ontology of reference [28]. Instead of basic modalities is Comparisons between 

values can be made between Using a feature of semantic resemblance. 

For comparing objects in a semantic, the concept of distance/similarity measurements between 

the values of a semantic pair is critical approach to cluster. The similarity is quantified by how 

concepts are like in some information (e.g. ontology or a corpus) based on semantical proof. The 

knowledge used to approximate the similarity between words enables these functions to be 

categorized in various families. In some approaches, taxonomies and ontologies in general are 

regarded as a graphic model that models semantic relations as a connection between concepts. 

The similarity then typically depends on the minimum number of connections between concepts 

(that is the minimum path). Similarity may also rely on other features like the breadth of the 

taxonomy concepts. This taxonomy measure has the key advantage of depending only on 

ontology to determine the similarity. However, the degree of completeness, homogeneity and 

coverage of ontology affect them. 

4 RESULTS AND DISCUSSION 

4.1 Experimental Setup  

The experiment of this study has examined ontology from various domains. Agriculture, cancer, 

pizza, books, and banking have been chosen to create a multidisciplinary science. Besides, the 

vast amounts of unstructured text, robots are searching for terms. This teaching method is a 

compilation of the University of Farming and the Cancer Institute and Pizza and the Central 

Bibliography of more than 68,000 papers. The paper contains a total of 47,600 documents, of 

which 13,600 are research articles and 6,800 are test articles. 

4.2 Efficiency Parameters  

Several performance metrics are available to measure the efficiency of the proposed ontology-

building process. To evaluate performance, this paper uses the detection accuracy, accuracy rate, 

and Specificity, Precision Rate, Recall Rate, F-Measure, and error rate. 

Experiment No #1: Performance Analysis of CNN  

In this experiment, the proposed CNN solution will be tested by adjusting the dimensions of the 

layers. The kernel size of this experiment is 3 to 11. The output values are calculated by 



Performance Evaluation of Automated Construction of Domain-Based Ontology Using CNN and Machine Learning 

 

Section A-Research paper 

2377 
Eur. Chem. Bull. 2023, 12(Special Issue 4), 2363-2384 
 

adjusting the layer size. The performance analysis of CNN in different layer sizes is summarised 

in Tab. 1. 

The findings from Tab. 1 indicate that CNN has the highest accuracy in 11th layer classification. 

This work also takes into account the difficulty of time for the best layer size range. Even if the 

11th layer yields more results than the 7th layer. The time of its execution reaches the 7th layer 

and is 9800 seconds. (It takes 8800 to perform). Layer size 11 however, produces only minor 

fractional changes. Thus, the best result is 7 layer scale. 

 

Tab. 1: Performance analysis of CNN on Various Layer Sizes 
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Figure 4: Performance analysis of CNN on Various Layer Sizes 

Experiment No #2: Performance Analysis of FCM Segmentation Approach on Various 

Termination Iteration Count 

In this experiment, the FCM segmentation approach will be tested by adjusting the termination 

iteration number. The kernel size of this experiment is 100-1500. The detection accuracy values 

are calculated by adjusting the termination iteration. The performance analysis of the FCM in 

different termination numbers is shown in Tab. 2. 

 

Tab. 2: Performance analysis of FCM in Various Termination Iteration Count

 
Tab. 2 reveals that the FCM segmentation method in the 1500th iteration provides the highest 

rating accuracy. This work considers the higher precision value for the best number of 



Performance Evaluation of Automated Construction of Domain-Based Ontology Using CNN and Machine Learning 

 

Section A-Research paper 

2379 
Eur. Chem. Bull. 2023, 12(Special Issue 4), 2363-2384 
 

termination iterations. A higher result than an iteration count is obtained with the 1500th 

iteration. The best result is therefore the 1500th ending iteration count. Figure 5 displays the 

diagram of the effective detection analysis. 

 
Figure 5: Performance of FCM Method on Various Termination Iteration Count 

Experiment No #3: Performance Analysis of FCM Segmentation Approach on Various 

Cluster Sizes this work assesses the FCM by adjusting the cluster size in this experiment. The 

cluster size of this experiment is 10-100. The output values are calculated by adjusting the cluster 

size. The performance analysis of the FCM in different cluster sizes is shown in Tab. 3. 

Tab. 3 shows that the FCM segmentation method achieves the maximum cluster accuracy of 100. 

This work considers the higher accuracy value for the best selection of cluster size. The scale of 

group 100 is larger than other sizes in the colony. This means the optimal result is the cluster size 

of 100. Figure 6 displays the graph of the detection exactness analysis 

Tab. 3: Performance analysis of FCM in Various Cluster size 
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Figure 6: Performance of FCM Method on Various Cluster Size 

Graph 6 shows that as the cluster size is increased, the detection accuracy value of the FCM 

system is to increase. The cluster size of this experiment is 10 to 100. The error rate values are 

calculated by adjusting the cluster size. 

4.3 Ontology Evolution  

Pathology has been developed in four stages: 

1) To generate new concepts, 

2) Defining the relation 

3) Interaction forms recognition. 

4) Restart the next WSDL file setup process. 

Emerging theories can instead be evaluated for existing pathologies. The K-Tree and - 

algorithms are used to determine the relationship between concepts. 

It uses the Jaccard relationship estimator to create the Ontology Model. The next step is to 

designate the built-in ontology based on the new network after the algorithm has been built. The 

ontological architecture based upon the CNN is divided into two stages, e.g. offline and online. 

Application labels based on different domains classify the number of data into different groups. 

Pre-processing, selection, assignment, and theorem formation with a loss function were 

conducted in the study phase to build predictive models. Next, mark the data set for the 

preparation. Data Size Before adjusting the size of the data. Finally, network neural channels are 

used to create pathology automatically. The data set has been deleted from the net. The 

application is one of the models that have previously been established through demonstration. If 
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training is chosen to train from the very first layer, the entire layer (meaning) must be trained to 

the final layer. The consumption of time is therefore very high. The efficiency is affected. 

A brain-training model was used for the classification phase to prevent this problem. The loss 

function is determined by using the algorithm of gradient generation. Classification using the 

evaluation feature was compared to raw image data. The efficiency of a particular collection is 

calculated according to the loss function. The results are based on the key marks in the accepted 

offline data. To improve accuracy, measuring the loss function is important. The accuracy is 

poor when the loss feature is very high. Likewise, the precise and low loss function is high. The 

value of the pitch is determined to determine the pitch algorithm as a loss function. 

To measure the loss gradient function, repeatedly assess the gradient value. The algorithm is seen 

in algorithm 2 for the CNN-based classification. 

The second algorithm 

1. Apply first layer convolution filter 

2. Filter sensitivity is reduced by smoothing the convolution filter (i.e. 

3. The activation layer 4 governs the transition of the signals from one layer to another. 

4. Enhance the duration of training with the linear corrected unit (RELU) 

5. Neurons are bound to any neuron in the following layer. 

6. Add a loss layer to send the neural network feedback during an offline phase at the end 

5 CONCLUSION 

This research has successfully developed a complete domain of ongoing ontology using 

algorithms for master learning and text corpus in domains such as health, agriculture, and food. 

In this research work, the ontology is focused on the extraction of Jaccord relations from text 

documents and the use of conceptual and ontological models for relation. The model is correct 

by two separate extraction models, such as the automation ratio (AER) and the automation of 

subjective contact (AERV). A category of descriptions is categorized to set the meaning of a web 

service. The utility of the technique suggested is evaluated in different fields. The main aim of a 

full automated ontology build is to minimize the manual involvement for ontology updating and 

assessment by human experts. The architecture and framework described above to automatically 

generate a domain-specific ontology based on several advantages of existing machine learning 

algorithms. Four algorithms are the most fundamental in the different stages of ontology 

development. Secondly, the approach anticipates the perfect classification of ontology attributes. 

Thirdly, validation methods are suggested for the next updating processes of information. 

A library of the trained and tested Ontology components can be created, which must include the 

lexical context of unstructured knowledge. In existing Ontology repositories, the proposed model 
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can be checked. Multi-linguistics and multi-linguistic ontology can be built into the proposed 

process. The proposed model, which allows ontological constructors to create ontologies based 

on their domain requirements, may serve as an illustration for a steady Ontology model. 
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