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Abstract 

Recognizing human actions in the real-world environment finds vital applications, Hence, machine vision studies in this field become crucial. 

This research aims to extract human activity from video sequences. The number of activities are required for human action recognition, 

including the gathering of visual data, the identification and presentation of robust features, and the training of classifiers with strong 

discriminative abilities. The action recognition method employed in this research is based on maximal motion identification. The Region of 

Interest (ROI) difference picture is utilized to extract motion information, and the Block Based Motion Intensity Code (BBMIC) is extracted as a 

feature. The Weizmann action dataset, which includes 10 actions (including "walk," "run," "jump," "side," "bend," "wave1," "wave2," "pjump," 

"jack," and "skip"), was used in the trials. A variety of the tree-based classifiers, including  Random-Tree,  the Random-Forest, and the Decision-

Tree (J48), were also used. According to the experimental findings, this method uses the Weizmann dataset to recognize the activities with an 

overall quality rate of 94.20%. This is more effective than other tree-based algorithms. Performance of the suggested strategy is on par with that 

of well-established, established procedures. 
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1. Introduction 

Many applications that require actual user activities to be recognized, particularly those that need proactive assistance. If robots 

could automatically understand the activities that people could undertake in daily life, several occupations would undergo a 

revolution. This has resulted in an enormous amount of activity in the field of computer vision's study of human action, which 

aims to automatically segment, capture, and recognize human action in real time as well as possibly forecast continuing human 

behavior's. Identifying user behavior's entails drawing conclusions about the user's recent behaviour from data in the form of 

videos, which are regarded as a rich source of knowledge. The Automatic detection of human activities brings up a number of 

intriguing application areas, including robotics employing abstract concepts from films, healthcare activities, autonomous visual 

observation, human-computer interaction, gesture recognition, and content-based retrieval and indexing. An action can be thought 

of as a series of simple activities, such as leaping, walking, or kicking a ball, however it can be challenging to recognize actions in 

videos without the aid of a person because actors can carry out the same action in multiple ways and also at various speeds. 

 

Human actions are influenced by a variety of factors, including the environment, culture, individual differences, and emotions. 

Different people will do the same thing in different ways, and even the same person will do it differently at different times. 

Automatic action recognition is an extremely challenging undertaking because of the variety of human body size, look, shape, and 

sophistication of human actions. First off, since most algorithms can only encompass a limited number of action types due to a 

lack of training data, labelling a broad range of actions is time-consuming. Second, multiple environmental settings, lighting 

conditions, camera settings, and either fixed or moving camera positions are used to gather the data. Because of this, most 

algorithms are constrained to specific usage cases. Recent technological advancements make it easier to resolve these problems. 

1.1 Related Work 

The feature descriptor, representation, and classification models in video sequences are the subject of recent reviews in the field of 

human action analysis in [1–3]. A space-time shape based on 2D human silhouette is proposed by Gorelick et al. [4] and contains 

the spatial features about the attitude and shape descriptors that were employed to recognise the human action. The activities were 

characterized using human silhouettes, and the actions were represented using temporal templates named Motion History Image 

(MHI) and Motion Energy Image (MEI) [5]. Hu moments or an SVM classifier were used to connect the actions. Each frame of an 
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image sequence receives a visual word from Y. Wang et al[7] .'s analysis of the motion of the subject in the frame. A bag of word 

classifier is used to recognize complex events at various temporal scales by combining temporal structure and local features [8]. 

The motion history frames are used to build the object shape information and spatial-temporal template for various human 

activities like walking, running, bending, sleeping, and jumping in the human activity recognition in video technique based on 

background modeling [9]. An approach for both object detection and action recognition in video surveillance scenarios is 

presented by Churn-Hao Wang [10].  

 

The Histogram of Oriented Gradients (HOG) method is used to the  find objects, and the Hidden Markov Model (HMM) is used 

to record the features' temporal structure. Decisions are made based on an understanding of the object's motion trajectory and the 

connection between events and the object's movement. A method based on human silhouettes' extended motion templates was 

proposed in [11]. To differentiate human action, which represents both local and global information, holistic structural features 

were extracted from motion templates. Wang L and al. [ 12] presents an edge based learning discriminative element technique for 

activity acknowledgment. The experiments in [13] are carried out  the most widely used human-action recognition datasets, such 

as the KTH and Weizmann-datasets, and they are based on motion information excerpted from the difference image based on 

Region of Interest (ROI) using 18-dimensional features known as Block Intensity Vector (BIV). A Motion Intensity Code (MIC) 

is presented in [14] to recognize human actions based on motion data. Better performance was achieved when the KTH and 

Weizmann datasets were used to learn and classify action using the PCA and SVM. 

1.2 Outline of the work 

This study examines activity recognition, which aims at recognizing human actions from video clips. With the person 

performing actions like "walk," "run," "jump," "side," "bend," "wave1," "wave2," "pjump," "jack," and "skip," Weizmann's [15] 

action dataset is used to assess the proposed approach. The sequential pictures are subtracted to get the difference image. 

Choosing the Area of Interest allows for the collection of motion information (ROI). The ROI that's been extracted is broken up 

into 9 x 6 chunks. The block that has the greatest motion in the divided ROI is used to extract the feature known as Block Based 

Motion Intensity Code (BBMIC). For activity recognition, the obtained features is fed into tree-based classifiers like Random 

Forest, Random Tree, and Decision Tree (J48). 

The remainder of the paper is structured as follows. Section 2 depicts and discusses the feature extraction process. Section 3 

describes the proposed approach's workflow. The Experimental results are presented in Section 4. Section 5 brings the paper to a 

close. 

2. Feature Extraction 

The feature, which is representative of the significant information required for extensive research, is a typical characteristic taken 

from an image/photo or video sequence. The feature used in this study is described in the ensuing subsections. 

2.1 Frame Difference 

Motion is an essential active information used to Identify the human activity. A pixel-by-pixel comparison of the current frame at 

time t + 1 with the previous frame t yields the segmented image. 

 

 
               (a)                                     (b)                                        (c) 

 

Fig. 1. (a), (b) Two Consecutive frames. (c) Difference image of (a) and (b) from Weizmann dataset. 
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The extracted motion data is referred to as the Region of Interest (ROI). Figures 1(a) and 1(b) show two successive frames from 

the Weizmann dataset. Figure 1 depicts the resulting difference image (c). Dk(i, j) is the difference image, Ik(i, j) is the intensity 

of the pixel I (j) in the kth frame, and w and h are indeed the image's width and height. The difference image or movement 

information Tk is calculated using 

 

 

          (2) 

where t is the threshold. 

 

2.2 Block Based Motion Intensity Code (BBMIC) 

Motion is an important cue extracted from video to recognise the performed action. In this regard, the video sequences are used 

to extract Block Based Motion Intensity Code (BBMIC). This section describes the procedure for extracting the feature. 

 

 

 

 

 

 

  

                      (a)                                        (b)                                 (c)                                  (d) 

 
Fig. 2. (a) Data  Motion information.  (b) ROI derived from (a).  (c) 9x6 block description of  (b).  (d) Max motion block. 

 

Initially motion identified region is considered as ROI of size 90 X 60, as seen in Fig. 2(a). The extracted ROI is shown in          

Fig. 2(b). ROI divided into 9 x 6 blocks, thus giving a total of 54 blocks as shown in Fig. 2(c). As shown in Fig. 2, only the block 

with the largest motion along the row and column is taken into consideration for further analysis in order to compress the number 

of calculation (d). Among the 54 blocks, only top 15 blocks that show maximum motion only are considered for further analysis. 

The average intensity of each block in 9 X 6 regions calculated and thus an 15 - dimensional feature vectors are extracted from the 

selected blocks and it is fed to the tree based classifiers for further processing. Fig. 3 shows the motion information extracted for 

different actions from Weizmann dataset. 

 

 

 

 

 

 

                                             (a) walk                                                                                                                      (b) run 

 

 

 

 
Fig. 3. Extracted ROI from Weizmann dataset. 

      (c) jumping                                                                                                                       (d) side 

 

 
 

 

 
 

 

      (e) bend                                                                                                                     (f) wave1 
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   (g) wave2                                                                                                                  (h) pjump 

 

 

 

 

 

    (i) jack                                                                                                                        (j) skip 

 
Fig. 3. Extracted maximum motion block from ROI. 

3. BBMIC Action Recognition Approach's workflow proposed 

Weizmann-action datasets are used in experiments. The video is rendered at a rate of 25 frames per second. Smoothing is 

accomplished through Gaussian convolution with a kernel size of 5 X 5 and variance = 0.5. To erase noise for fine feature 

extraction and classification, all video sequences must be pre-processed. As discussed in Section 2, ROI is derived from the video 

sequence, and BBMIC features are excerpted. For action recognition, the features are fed into a tree-based classifier. The 

workflow of the proposed approach is shown in Fig. 4. In this work, different tree based classifier like Random Forest [16], 

Random Tree, and Decision Tree (J48) [17] are employed in order to assess the efficacy of these classifiers on Weizmann dataset. 

 

 
 

Fig. 4. Workflow of the proposed BBMIC approach. 

4. Experimental Results 

The proposed method is tested against by the Weizmann-action dataset. The following experiments can be carried out in C++  

programing comcepts with OpenCV 2.4 on a computer with an Intel Xeon Processor 2.40 GHz and 4 GB RAM running Ubuntu 

12.04. The BBMIC features are fed into the tree-based classifiers such as The Random-Forest, The Random-Tree, and The 

Decision-Tree (J48) using the source code Deep Learning Tool WEKA [18] to build a model for each activity, and so these 

models are used to gauge how well each tree-based classifier succeeds. 

4.1 Weizmann Dataset 

On the Weizmann action dataset, the proposed method is assessed. It has 81 video clips from nine different people depicting 

10 different actions: “walk”, “run”, “jump-forward-on-two-legs” (or “jump”), “gallopsideways” (or “side”),  “bend”,  “wave one- 

hand” (or “wave1”) , “wave-two-hands” (or “wave2”), “jump-in-place-on-two-legs” (or “pjump”), “jumping-jack” (or shortly 

“jack”) and “skip”. The video sequences have 180 x 144 pixel resolution at 25 fps. The sample frames of action sequence are 

shown in Fig. 5. 10 actions like “walk”, “run”, “jump”, “side”, “bend”, “wave1”, “wave2”, “pjump”, “jack” and “skip” are used in 

this experiment. For conducting experiments, video clips showing all these 10 actions performed by all nine people were 

considered. 

 
Fig. 5. A Sample frames from the Weizmann-dataset. 

4.2 Quantitative Evaluation 

A 10-fold cross validation approach is used to measure performance. The tree-based classifier is fed the features. The 

performance of the suggested technique is assessed using the formulas Precision (P) = TP/TP+FP, Recall (R) = TP/TP+FN, and 

F1 = 2.(P.R)/(P+R). Where TN and FN are the true negative predictions and false negative expectations for the specific class, and 
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TP & FP are true positive and false positive predictions for the specific class, respectively. The build-time of all the tree-based 

classifiers is also measured. Table I displays  accuracy findings from the Weizmann-dataset using The Random-Forests, The 

Random-Tree, and Decision-Tree (J48). 

 

4.3 Experimental Findings for Classifiers Based on Trees 

 

WEKA, machine learning tool and is an open source was used for the experiment. The classifiers' performance was evaluated 

using a 10-fold cross validation model. to forecast the performance of each tree-based classifier. Classification accuracy, 

Precision, Recall, and F-measure scores are used to evaluate the performance of the classifiers.. Table I shows the comparison of 

tree based classifiers in terms of Precision, Recall, Fmeasure and Time complexity. Compared to other tree-based classifiers, 

Random Forest requires more time to learn for the provided dataset, but it also performs well, with an accuracy rate of 94.20%. 

 

Table I. The tree-based categorization algorithms' performance metrics 

 

Algorithm Precision (%) Recall (%) F-Score (%) Time (Sec.) 

Random Forest 94.70 94.72 94.71 2.23 

Random Tree 91.10 91.11 91.10 0.23 

J48 89.60 89.60 89.60 1.89 

 

 

Table. II shows the average classification results of the Random Forest classifier. Ten actions from the Weizmann action dataset 

are taken into consideration, including "walk," "run," "jump," "side," "bend," "wave1," "wave2," "pjump," "jack," and "skip." The 

majority of the actions are correctly identified, with the appropriate reaction defining the primary diagonal.As seen in Table II, 

since the “side” and “walk” action are mispredicted, some of the side sequences are misclassified as “walk” and  some actions like 

“skip” and “run” are similar. Thus, it needs further attention. The overall performance accuracy of the proposed BBMIC and time 

consumed to build the model with different tree based classifier on Weizmann dataset is shown in Fig. 5. 

 

Table II. Confusion matrix (%) of the Weizmann dataset using Random forest classifier (94.20%) 

 

Action walk run jump side bend wave1 wave2 pjump jack skip 

walk 97.71 0.00 0.42 1.04 0.00 0.00 0.00 0.00 0.21 0.62 

run 0.96 93.95 0.32 1.27 0.00 0.00 0.00 0.00 0.00 3.50 

jump 0.47 0.94 94.37 0.47 0.00 0.00 0.00 0.00 0.00 3.76 

side 8.24 2.51 1.08 84.59 0.00 0.00 0.00 0.00 0.36 3.23 

bend 0.00 0.00 0.00 0.00 98.80 0.60 0.30 0.30 0.00 0.00 

wave1 0.00 0.00 0.00 0.00 1.78 97.72 0.25 0.00 0.25 0.00 

wave2 0.00 0.00 0.00 0.00 0.69 1.15 98.16 0.00 0.00 0.00 

pjump 0.58 0.00 0.00 0.58 0.58 0.00 0.00 95.38 2.89 0.00 

jack 0.00 0.00 0.41 0.00 0.61 0.00 0.00 2.04 96.95 0.00 

skip 3.40 6.80 2.55 2.83 0.00 0.00 0.00 0.00 0.00 84.42 

 

 
                                   

 (a) Build time                                                            (b) Performance Measure  
 

Fig. 5 Illustrates the build time and overall accuracy of all tree based classifiers 
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4.4 Comparative Study 

To quantify the effectiveness of the suggested method, the findings from the suggested protocol are quantitatively compared with 

results from state-of-the-art methods. This comparison is shown in Table III. The comparison reveals that the suggested technique 

performs well on the Weizmann action dataset. 

 

                                                                         Table III. Comparison of performance on the Weizmann dataset 

 

Method Classifier Accuracy (%) 

Proposed approach Random Forest 94.20 

Jia et al. [19] k-NN 90.9 

Liu et al. [20] k-NN (k=5) 89.3 

Thurau [21] k-NN (k = 90) 86.7 

Klaser et al. [22] SVM 84.3 

Niebles et al. [23] SVM 81.5 

 

5. Conclusion 

This paper presented a method for human activity recognition from video sequences. Using Block Based Motion 

Intensity Code (BBMIC) as features. The categorization based on motion information uses the ROI that was taken from the 

segmented images. A variety of motions, including "walk," "run," "jump," "side," "bend," "wave1," "wave2," "pjump," "jack," and 

"skip," were taken into consideration in experiments on the Weizmann dataset. The maximum motion information is used to 

extract BBMIC features using the ROI that was recovered from the difference picture. Using the help of tree-based algorithms like 

Random Forest, Random Tree, and Decision Tree, this approach evaluates the efficacy of the BBMIC feature in a video sequence. 

The suggested technique produced recognition values for the Weizmann dataset of 94.20%, 91.08%, and 89.61%, respectively. 

The experiments revealed that the system could not accurately distinguish between side and skip, which is of future interest. 
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