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Abstract:  

Lung cancer is the most diagnosed cancer after breast cancer. Computed Tomography (C.T.) scan is the most 

used imaging technique in the medical field to diagnosis lung cancer. Still, it is difficult to infer and not iden-

tify benign and malignant nodules based on imaging tests. In such cases, doctors advise or recommend lung 

biopsy. Manual pathological detection systems are a time-consuming, tedious, exhausting task and may lead 

to medical error; hence computer-aided diagnosis is preferred to obtain better results. In this work, we have 

collected data of 97 patient records that did a lung biopsy. First, images are prepared using histopathology. 

Next, stain normalization, image processing techniques, and data augmentation are applied to prepare the 

dataset. This research work demonstrates an approach to designing and training various variants of the Con-

volutional neural network to diagnose Lung Cancer in histopathological images.  
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1 Introduction 

As per World Lung Cancer Day, 2020 Fact Sheet 

published by the American College of Chest Phy-

sicians, lung cancer is the most diagnosed cancer 

(11.6%) after breast (11.6%) and colorectal cancers 

(10.2%) [1]. The mortality rate of lung cancer sur-

passes breast cancer, and by 2030 it is estimated to 

reach 2.45 million worldwide. As per the various 

studies, 80% of lung cancer deaths are due to 

smoking tobacco [1]. Doctors and health workers 

are adopting different health informatics tech-

niques to improve healthcare services and ease the 

diagnosis process. Scientists are working and de-

veloping computer-aided diagnosis systems to re-

lieve the efforts of doctors. It also speeds up the 

examination and reduces medical costs. 

Nowadays, many researchers are developing ma-

chine learning models to diagnosis various types of 

diseases [2-4]. However, developed machine learn-

ing models fail to predict correct diagnosis on un-

seen data due to various reasons. Accurate disease 

diagnosis and patient monitoring through-out re-

covery are essential and don't have any medical 

errors because they may lead to death. As per the 

recent study by Hopkins, approximately 250,000 

people in the U.S. die every year due to medical 

errors [5].  Other reports claim that up to 440,000 

people die due to medical errors and lack of spe-

cialists, which is the third primary cause of death. 

Another study published by Harvard University 

last year mentions that around 500,000 deaths per 

year are happened in India due to medical errors 

and lack of practical knowledge among the doctors. 

Therefore, almost 100 percent accuracy is neces-

sary for health care systems. By 2030 India require 

around 20 lakh doctors to satisfy the norms speci-

fied by WHO's standard that is1:1000 [5]. Rural 

Health Statistics (RHS) 2017 states that there are a 

lack of 87% surgeons, 74% Gynecologists & Ob-

stetricians, 85% Physicians, and 81% Pediatricians 

in the CHCs in rural India[6-7]. 

Computed Tomography (C.T.) scan is the most 

used imaging technique in the medical field to di-

agnosis lung cancer [8-9]. Still, sometimes it is 

difficult for doctors to infer and categorize cancer. 

In some cases, doctors are not able to identify be-

nign and malignant nodules based on imaging tests. 

In such cases, doctors advise or recommend for 

biopsy [10]. The lung biopsy follows imaging 

guidance to collect the lung tissue sample to exam-

ine under a microscope. Images are captured and 

prepared using histopathology; it includes the af-

fected tissue's biopsy [11-13]. The pathologist ex-

tracts the affected tissues from the tumour and 

stains them with H& E (hematoxylin and eosin). 

These are then scanned under a microscope to de-

termine malignant features such as nuclei to identi-

fy cancerous cells [14]. Manual examination of the 

cancerous cell is a time-consuming, tedious, ex-

hausting task and may lead to medical error [15]. 

Therefore, histopathological images are collected 

and categorized into normal and cancerous and 

used to develop an advanced computerized system 

to diagnosis lung cancer. 

Researchers are developing and implementing var-

ious image processing and machine learning tech-

niques to develop computer-aided diagnosis sys-

tems [16]. Machine Learning model is not efficient 

and effective as compared to the Deep Learning 

models sometimes. It also fails to predict the cor-

rect class for unseen data on image datasets for 

various reasons [17]. Machine learning models are 

simple and deal with a small set of features. Firstly 

we need to extract the features from the images to 

train the machine learning model.  Then, we have 

to use various image processing techniques. Ex-

tracting features from images is a very complicated 

and time-consuming task, and we are not sure that 

extracted features were able to predict the correct 

class. But the deep learning networks do not neces-

sarily need structured/labelled data of the images. 

Some deep learning networks calculate image fea-

tures very effectively; it will save the efforts re-

quired to extract the features manually from the 

images [18]. This research aims to evaluate the 

various computer-aided techniques, analyse the 

current best process, find out their limitations and 

drawbacks, and propose a new model with im-

provements in the current best model. 

 

2 Why Deep Learning? 

 Machine learning is a subsection of Artificial In-

telligence; similarly, deep learning is also consid-

ered a subset of machine learning.  Deep learning 

is derived from artificial neural networks to emu-

late how the human brain processes the data to 

identify any object. The brain has a network of 

neurons which take all kind of inputs like visuals, 

sensation and so on and process it [28]. The Con-

volutional neural network is also known as Con-

vNets or CNNs, one of the primary and widely 

used neural network techniques. It has various 

computer vision applications like image classifica-

tions, video recognition, object detections, recom-

mendation, and natural language processing [29-

30]. CNN is also made up of neurons that take in-

puts, calculate weighted sum, pass them to the ac-

tivation function, and respond with an output[31-

32]. Over the last few years, various variants of 

CNN architecture is developed and published, and 

these variants give remarkable results in the field 

of deep learning [33]. This research work demon-

strates an approach to designing and training vari-

ous variants of the Convolutional neural network 
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to diagnose Lung Cancer in histopathological im-

ages.  

 

3 Methodology 

3.1 Network Architecture 

Figure 1 depicts a block diagram of the proposed 

methodology for this research. Lung biopsy sam-

ples are collected and images are created out of 

them. The visual information of each input image 

has been improved by using pre-processing strate-

gies.  Different data techniques are responsible for 

increment in the size of training dataset.   

Such prepared input images are fed into the Con-

volutional layer. The convolutional layer creates 

feature maps. The noise and dimensions of such 

feature maps are reduced using max polling. The 

pooled feature map is then flattened and used as 

input to the fully connected layer as a one-

dimensional array. The model is continuously 

trained over a sequence of epochs. The trained 

model can perceive low-level features in images, 

distinguish between the dominant segments, and 

classify them using sigmoid classification. Table 1 

lists the parameters of the built CNN network. 

 

3.2 Dataset Preparation 

3.2.1 Image augmentation: 

Deep learning techniques require a vast amount of 

data for learning [19]. Therefore, training the CNN 

with limited samples may lead to over fitting and 

less accuracy in prediction. Image augmentation is 

the one way to avoid this issue [20]. Application of 

different image augmentation techniques like 

zooming, flipping, rotation, shifting, blurring can 

generate more training samples [20-21].  

Use of Shearing range, zooming, and horizontal 

flipping to increase the collected dataset to train 

CNN and its variants is applied in the process. Be-

fore applying image augmentation, the background 

of all the samples is cleaned and all samples are 

arranged in the same size and resolution, 

i.e.640*480 and 3 respectively. The plot of the 

augmented sample is displayed in Fig.2. 

 

 
Fig.2. Augmented Images 

 

 
Fig.1. Proposed CNN architecture for lung diagnosis. 

 

Table 1 Parameters of the CNN architecture developed for Lung Cancer Diagnosis. 
Layer attribute L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 

Type Conv Pool Conv Pool Conv Pool Conv Pool Conv Pool 

Channel 32 - 32 - 32 - 32 - 64 - 

Filter Size 3×3 - 3×3 - 3×3 - 3×3 - 3×3 - 

Conv. Stride 1×1 - 1×1 - 1×1 - 1×1 - 1×1 - 

Pooling Size - 2×2 - 2×2 - 2×2 - 2×2 - 2×2 

Pooling Stride - 1×1 - 1×1 - 1×1 - 1×1 - 1×1 

Padding Size same none - none - none - none - none 

Activation Relu - Relu - Relu - Relu - Relu - 
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3.2.2 Stain Normalization: 

The pathologist extracts the affected tissues from 

the tumour and stains them with H& E (hematoxy-

lin and eosin) to determine the differences between 

nuclei stained with purple color and remaining 

structure stained with pink and red color[14][21]. 

The collected tissues are stained to analyze the 

shape, density, and variability of nuclei and the 

complete structure of tissues. However, while H & 

E staining different protocols, scanners, and raw 

materials are getting used, this leads to variability 

between collected images [22-24]. Therefore, the 

stain-normalization of 

H&E stained histology slides is necessary to re-

duce the color variation. It helps obtain a better 

color consistency before feeding input images into 

the proposed architecture. We have used Macenko 

et al. [25] approach for stain normalization because 

of its promising results. Macenko's method is es-

tablished on a singular value decomposition (SVD) 

standardizing the tissue's color intensity. In addi-

tion, Macenko's approach uses a logarithmic func-

tion [26] which adaptively transfers color concen-

tration into its optical density (O.D.) as given in 

equation 1. 

 

                        (1) 

 

I is the image intensity in RGB space, and I0 is the 

illuminating intensity incident on the histological 

sample. 

 

3.3  Proposed CNN architecture 

Image is nothing but a binary representation of 

visual data. It is a matrix of pixels arranged like a 

grid, and each pixel has a value that denotes a col-

or and its brightness. CNN is widely used and spe-

cialized in processing a vast amount of data stored 

in a grid-like structure such as an image. A CNN 

mainly has three layers: a convolutional layer, a 

pooling layer, and a fully connected layer [30][31]. 

CNN is a feed-forward neural network that oper-

ates over the volumes. CNN takes a multi-

channeled image as an input, whereas a neural 

network takes a vector. The input data to the CNN 

model will look like the following picture. The 

CNN takes a 4D array as input, and it has a shape 

of (batch_size, height, width, depth) shown in 

Fig.3 [34]. Depth represents the number of color 

channels presents in the image. The depth size in 

the RGB image would be three, and for the gray 

scale image, it would be one. The given input to 

CNN goes to various layers, and it generates an 

output of a 4D array. The image dimensions may 

vary based on filters, kernel size, and padding. The 

batch size would be the same as the input batch 

size. 

 

 
Fig.3. CNN Input Shape 

 

3.3.1 Convolution layer 

Convolution is the mathematical operation that 

involves the multiplication of the feature detector 

(filter) and the input image. The feature detector is 

smaller than the input matrix, and the dot product 

is calculated by sliding it on the input array.  Ideal-

ly, the feature detector is a 3*3 matrix. The filter 

slides across the image left to right, top to bottom 

pixel by pixel; this movement is called stride. The 

default stride is (1, 1). A single value is obtained 

by multiplying the filter and the input array once. 

The filter is applied several times to the input array, 

resulting in a two-dimensional array. The resulted 

in a two-dimensional array from a multiplication 

operation called a feature map. Using different fil-

ters to an input image can perform operations like 

edge detection, blur, and sharpening. Each value 

from the resulted feature map is going through 

nonlinearity [30-31]. 

ReLU is an activation function applied to each val-

ue in the feature map to reduce the image nonline-

arities [35]. After rectifying an image, the progres-

sion from one color to the other is more abrupt in-

stead of gradual. In the proposed CNN architecture, 

five convolution layers are added along with the 

ReLU activation function.  The first convolution 

layer has 32 filter-sizes, 3*3 kernel-size, and input 

shape is 256*256*3. The last Convolution layer 

has 64 filter-sizes and 3*3 kernel-size. Fig 4 de-

picts the steps involved in a convolutional layer. 

 

3.3.2 Pooling and Flattening Layer 

The pooling layer plays a similar role to the convo-

lution layer. It reduces the spatial size of a con-

volved feature. Dimensionality reduction is helpful 

to decrease the computational power required to 

process the vast amount of data.  

The polling layer extracts the dominant features 

from the feature map that effectively train the 

model. Max polling reduces the noise from the im-
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age along with dimensionality reduction. It also 

helps to reduce over fitting. In the proposed model, 

max pooling is added with pool-size (2, 2).  One 

can add as many layers by combining the convolu-

tion layers and the pooling layer depending upon 

the image complexities. However, adding too 

many layers may increase the cost of computation-

al power. After pooling, the next step in the Con-

volutional neural network is flattening. Flattening 

converts the pooled feature map into a one-

dimensional array. The resulting column vector is 

input to the fully connected layer [30-31]. It is 

graphically represented in Fig. 5. 

 

4 Variants of CNN 

Convolutional neural networks (ConvNets) are the 

most successful and incredible advances in large-

scale image and video recognition[36-38]. Re-

searchers and developers introduced different vari-

ants of CNN's by using ImageNet database and 

high-performance computing systems, such as 

GPUs or large-scale distributed clusters [39][40], 

and it is getting deeper and deeper.  IamgeNet 

played an essential role in the advancement of the 

CNN model by providing large open-source image 

repositories. IamgeNet also hosts an annual com-

petition named ImageNet Large Scale Visual 

Recognition Challenge (ILSVRC) for researchers 

and developers to present their developed architec-

ture every year [41]. Different variants of CNNs 

have been implemented on histopathological imag-

es to diagnose lung cancer.  This is most successful, 

and secured a top position in this competition like 

VGG16, VGG19, ResNet50, and InceptionV3. 

Their performances in terms of accuracy and loss 

value have been compared later. 

 

4.1 VGG16 and VGG19  

The VGG16 and VGG19 were invented by the 

Visual Geometry Group (VGG), and these are run-

ner-up of the ILSVRC-2014 competition. Simo-

nyan and Zisserman designed VGG16 has 13 con-

volutional layers with filters size 3×3 and stride=1 

followed by a max-pooling layer with filters size 2 

×2 and stride=2 and 3 fully-connected layers, car-

rying with them the ReLU. It achieved a top-5 er-

ror rate of 5.1%.VGG is frequently used and pre-

ferred for feature extraction from the images be-

cause the weight configuration of the VGG Net is 

open-source. Therefore, it is helpful in many appli-

cations and challenges as a feature extractor. How-

ever, it consists of around 138 million parameters 

which can be challenging to handle [42]. ]. The 

VGG16 and VGG19 models have been created and 

trained on histopathological images of lungs. Table 

2 shows the structured details of the VGG16 and 

VGG19 model. 

 

4.2 ResNet50 

Res Net Stood for Residual Networks and was in-

vented by Kaiming He et al. and the ILSVRC 2015 

challenge winner. 

 

 
Fig.4. CNN Convolutional layer steps. 

 

 
Fig 5: CNN Max Pooling and flattening layer. 

http://www.image-net.org/challenges/LSVRC/
http://www.image-net.org/challenges/LSVRC/
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Deeper neural networks are complex to train, and 

they require high computing power. Training 

deeper networks results in degradation of perfor-

mance over the long run and faces a vanishing and 

exploding gradient type of problem. In vanishing 

gradient, recurrent multiplication being done, be-

cause the gradient is being back-propagated, makes 

the gradient infinitely little [43-44].  

The ResNet architecture has 152 layers which are 

8x more profound than the VGG network. Never-

theless, it achieved a top-5 error rate of 3.6%, with 

lower complexity than AlexNet and VGG on the 

ImageNet dataset. This is because of ResNet has a 

residual block, designed based on skip connections 

and heavy batch normalization. Skip connections 

allow you to activate one layer and suddenly feed 

it to another layer even much deeper in the neural 

network. When we create a neural network, initial-

ly, its weights are close to zero; therefore, network 

output also close to zero. If we add a skip connec-

tion, the resulting network outputs a copy of its 

inputs, and it improves the speed of training con-

siderably [43-44]. The identity function is easy for 

the residual block to learn, and it’s easy to get 

a[l+2] that equals a[l] because of this skip connec-

tion (l – layer, a – activation). The residual learn-

ing block mechanism is explained in Fig. 6 

 

Table 2 Structured details of VGG16 and VGG19 

model 
Layer(Type) VGG16 VGG19 

No. of Weight Layers 16 19 

Input Shape (244, 244, 3) (244, 244, 3) 

Convolution layers 13 16 

Filter Size 3×3 3×3 

ReLU 5 18 

Max Pooling layers 5 5 

Fully Connected layer 2 2 

Optimizer RMSprop Adam 

 

 
Fig.6. Skip Connection mechanism. 

 

4.3 Inception-V3 

Inception –v3 is also a variant of convolutional 

neural network architecture from the inception 

family and was developed by Google, and it 

achieved a top -5 error rate of 6.67%. It is a winner 

of the ILSVRC 2014 competition. The existing 

inception models are refined by introducing vari-

ous techniques like Label Smoothing, using an 

auxiliary classifier to transmit label details to the 

lower down the network, batch normalization, and 

factorized 7×7 convolutions [45]. The 

basic idea behind the inception model is 

that, rather than implementing convolutional lay-

ers of varied hyper parameters in numerous layers, 

one tend to do all the convolution together and 

output a result containing matrices from all the 

filter operations together The motivation behind 

this model is to reduce the input dimensions of the 

next layer and efficient computation by using fac-

torization [45-46]. The inception model consists of 

several models called inception modules. Each 

model will perform four functions parallelly first 

1x1 convolution layer, followed by a 3x3 convolu-

tion layer, then a 5x5 convolution layer, and at last, 

max pooling. Inception 3 has 11 inception mod-

ules; global average pooling is used at the end of 

the last inception modules [47-48]. 

The Inception-v3 model is implemented to diag-

nose Lung Cancer in histopathological images by 

using the Keras library.  Table 3 shows the struc-

tured details of the Inception-V3 model. 

 

Table 3 Structured details of Inception-V3 
Layer(Type) Inception-V3 

Modules 11 inception modules 

Input Shape (244, 244, 3) 

Convolution layers 48 

Filter Size (1x1, 3x3, 5x5) 

Activation Function (Conv) ReLU 

Max Pooling Size 3x3 

Fully Connected layer 2 

Drop Out 0.5 

Optimizer Adam 

Batch Size 50 

Activation Function (FCL-1) ReLU 

Activation Function (FCL-2) Sigmoid 

 

4 Experimental Results and Discussion 

This research paper mainly focuses on the classifi-

cation of the histopathological image of lungs into 

malignant and benign. Model accuracy and loss are 

determined to evaluate the effectiveness of the 

CNN model and its variants. The loss is in nega-

tive log-likelihood in neural networks; therefore, 

the learning objective is to minimize the loss func-

tion value in respect of model parameters by 

changing the weight values by optimizing it with 

different techniques like back propagation. Loss 

value indicates how a model will behave after each 

epoch. Ideally, we should train the model so that 

the model Loss value will be minimum after each 

or several iterations. If the model loss is lower, that 

means the model is suitable to predict the expected 
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results. The model loss is calculated on the training 

and validation set, and it's not in a percentage. In-

stead, it is an addition to the errors made for each 

sample in training or validation sets. The model 

accuracy is calculated based on the correct classifi-

cation done by the model. After completing train-

ing, test samples are fed to the model; if the model 

classifies 95 samples correctly out of 100, the 

model accuracy is 95 %. 

Training and testing set are created by dividing 

images into 80 and 20, respectively. The developed 

CNN model has given 94.40% training accuracy 

and 89.58% validation accuracy after 48 epochs.. 

The validation loss is greater than training loss that 

means the model is not overfitting. CNN model 

training loss is 0.1680%, and validation loss is 

0.3305%. Similarly, we have developed and 

trained VGG16, VGG19, ResNet50, and Incep-

tion-v3 models. VGG16 and VGG19 models have 

provided training accuracy 100 and validation ac-

curacy 77.66% after 11 epochs and 79.69% after 

84 epochs. A VGG16 and VGG19 model training 

loss is 0.0010% and 0.0013%, and validation loss 

is 0.8004% and 0.7192% after 11epochs and 84 

epochs. We observed VGG16 is started overfitting 

after 11 epochs and VGG19 after 84 epochs. Res-

Net50 model has given training accuracy 100% 

with a loss of 0.0303%, and validation accuracy is 

91.15% with a loss of 0.2284% after 84 epochs. 

Inception-v3 has given training accuracy 94.34% 

with a loss of 0.1644%, and validation accuracy is 

86.46% with a loss of 0.3432% after 20 epochs.  

 

5 Conclusion and future scope 

This paper presents a deep learning approach for 

the diagnosis of lung cancer from histopathology 

images. We implemented well-established CNNs 

architecture and its variants, namely VGG-16, 

VGG19, ResNet50, and Inception-V3. By chang-

ing the network design and characteristics, we may 

be able to achieve better outcomes. The compara-

tive analysis of implemented deep learning models 

is shown in table no.5 and model accuracies of all 

implemented models are graphically represented in 

Fig.7 to Fig.11 respectively. Furthermore, com-

pared to single classifiers, the combination of CNN 

models results in more incredible generalization 

performance. This study will serve as the founda-

tion for a future paper on deep learning integration. 

In future work CNN, ResNet50 and Inception-v3 

will be combined together by using ensemble ma-

chine learning models to achieve better prediction 

accuracy on unseen data. 

 

 
Fig. 7.CNN training and validation accuracy and 

loss 

 

 
Fig.8. VGG16 training and validation accuracy and 

loss 

 

 
Fig.9. VGG19 training and validation accuracy and 

loss 

 

 
Fig.10. ResNet50 training and validation accuracy 

and loss 
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Fig.11. Inception-V3 training and validation accu-

racy and loss 

 
 

 

 

 

 

 

 

 

 

 

 

Table 5 Comparative analysis of implemented deep learning models. 

Implemented    Networks Number of epochs 
Batch 

Size 

Training 

Accuracy 

Validation 

Accuracy 

Training 

loss 

Validation 

Loss 

CNN 48 20 94.4 89.58 0.168 0.3305 

VGG16 11 50 100 77.66 0.001 0.8004 

VGG19 84 50 100 79.69 0.0013 0.7192 

ResNet50 39 50 100 91.15 0.0303 0.2284 

Inception-V3 20 50 94.34 86.46 0.1644 0.3432 
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