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Abstract: 

 

Cervical cancer is a disease that affects women and has a high fatality rate. Risk factors may help in advancing 

the cervical cancer early detection approach. Nonetheless, screening for cervical cancer at an earlier stage may 

reduce the risk of death and other complications. Regrettably, existing prediction algorithms need clinically 

relevant physiological and biochemical features, limiting their use to a narrower situation. To improve diagnostic, 

that would use a feature set with a decreased probability of occurrence in conjunction with three ensemble-based 

classification algorithms. The paper focuses on cervical cancer detection, which employs the advanced machine 

learning approach stacked unified machine learning (SUML) to improve the prediction models' performance. 

Stacking suitable machine learning employs a different set of learning algorithms. The screening data were 

arbitrarily divided into two groups: Training data accounted for 80% of the total and was used to construct the 

algorithm; testing data accounted for 20% of the total and evaluated the methods' validity. The random forest (RF) 

model and AdaBoost were employed to classify cervical cancer prognostic indicators. Furthermore, in previous 

cervical cancer detection studies that used fewer risk indicators, the accuracy of the recommended models is 

significant. As part of this research, we chose three of the most well-known machine learning algorithms and 

evaluated their accuracy in predicting cases of cervical cancer. 
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(SUM L). 
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1. Introduction 

 

According to data [1] when detected early, cervical cancer has a 5-year survival rate, with estimates ranging from 

80% to 90% [2]. When the disease reaches stage 4, the proportion of cured people falls to 10% [3]. As a result, 

cervical screening is critical for detecting cancer at an early stage and, as a result, reducing morbidity and death 

associated with the disease. Cervical cancer frequency and mortality rates vary significantly between countries, 

with highly developed countries having lower rates due to greater screening and immunization efforts [4]. In 

contrast, Developing countries' medical systems regularly neglect screening. This shows that detecting high-risk 

cervical cancer patients is more important to enhance screening intervals and better employ medical resources [5]. 

This type of cancer currently requires two tests: The patient must first get a pap smear or Papanicolaou test [6]. 

During this examination, cells are carefully scraped from the cervix and adjacent areas using argument so that 

they may be analyzed under a highly advanced microscope. This method makes identifying abnormal cells, 

including cancer cells, quite simple. The next step is a comprehensive colposcopy examination [7]. Numerous 

studies have found age-related differences in cancer risk. Although cervical cancer is preventable, most women 

are unaware of its etiology, health risks, prevention, and treatment, owing to their origins and education. Rich 

countries account for 95% of cervical cancer mortality [8]. Sexual interaction may also spread HPV. A higher risk 

of cervical cancer has been linked to a person's first sexual experience, age, the number of sexual partners, and 

the use of contraception [9]. Addressing these risk factors may prevent malignant tumors. Cervical cancer 

screening reduces infections and enhances cancer treatment [10]. Early-stage cancer diagnostic alternatives are 

also required. Hospitals have historically employed statistical approaches to define and evaluate the information 

because there is a small amount of data to work with, and the data is not highly sophisticated. Nonetheless, in this 

age of big data, data volume and complexity are increasing exponentially. Statistical techniques struggle to assess 

and exploit vast amounts of internal data appropriately and efficiently. In recent years, researchers in the field of 

medicine have begun to embrace various machine learning approaches, such as random forest (RF), support vector 

machine (SVM), decision tree (DT), neural network (NN), and others, due to the rapid rise of machine learning 

and data mining. 

Finally, the group of research revealed that the data set from the UCI repository had many missing values, 

indicating that previous studies had overlooked at least two components. Patient privacy concerns prevented 

values from being recorded. After deleting two features with many missing values, SVM-PCA worked well. SMO 

and SMOTE-RF were high performances. Oversampling was used to correct the UCI cervical risk factor data 

difference. Deep learning may be helpful when there is inadequate data from the biopsy and other screening 

techniques. Age, first sexual encounter, number of pregnancies, smoking, hormonal contraception, intrauterine 

devices (IUD), sexually transmitted diseases (STDs), notably genital warts, and HPV infections are the most 

important risk factors. The significant machine learning classifier findings for cervical cancer prediction require 

additional research and refinement. Machine learning classifier results inspired this criterion. This research 

classified cervical cancer using SVM, Ada Boost, and RF ensemble-based classifiers. Identifying cancer risk 

factors is as important as separating malignant from noncancerous instances. SMOTE is also used to balance data 

classes since it's unbalanced. 

The paper continues as follows. Initially section 2 first conduct a brief evaluation of relevant prior studies. Section 

3 lays out the framework for our materials and practices. Section 4 analyses the test results, which show that our 

procedure is at the front of modern methodology. In the 5 section we serves as the paper's conclusion, we will 

finally provide a discussion. 

 

Related Work 

Many researchers investigated the Cox proportional hazard model alongside other predictive models, such as those 

based on machine learning and deep learning, in the early phases of the field's growth. 

Modern hospitals can collect, retain, and exchange data thanks to the digital revolution and machine learning 

algorithms [11]. Decision trees [12] enhance cervical cancer detection. The experiment revealed the decision tree's 

accuracy: The biopsy test scored 92.54%, cytology 92.80%, Hinselmann 94.41%, and Schiller 90.44%. Bayes 

Net's cervical cancer categorization was the most accurate, identifying 97.26% of instances. MLP (95.89%) and 

k-Nearest Neighbour (95.89%) followed. MLP and k-Nearest Neighbour [13] have also been used to detect 

cervical cancer correctly. Bayes Net categorization accuracy was best after experiments. When the results of each 

model's test sets were added together, Naive Bayes came out on top with an accuracy score of 81%, followed by 

C4.5 (72%) and ID3 (69%). 

The Iterative Dichotomous (ID3), C4.5, and Naive Bayes models were all tested to evaluate how well they 

predicted cervical cancer [14]. It is crucial to ascertain the frequency with which a model predicts an illness when 

the patient has that disease and the frequency with which it predicts no disease when the patient does not have 

that condition due to the sensitive nature of the medical diagnosis. This needs to be done along with determining 
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whether the model is accurate. The main explanation for this is that medical diagnosis is a sensitive process. The 

sensitivity and specificity of many models, including those covered in this section, are not shown; instead, they 

provide their degrees of accuracy or ratings based on prior research. Recently, several new research has been 

undertaken to look at the many approaches that may be used to determine the risk of cervical cancer [15–20]. 

 

2. Methodology 

 

AdaBoost is a fast, efficient, and difficult-to-overfit classification algorithm, particularly for high-dimensional 

data, yet, it can only provide label categorization. The SVM algorithm with a linear kernel function can give a 

hyperplane depicting malware detection; however, this method's success depends on feature selection correctness. 

The RF model is better because it produces the most accurate data. We anticipate being able to make a prediction 

regarding cervical cancer based on the significant data of the models, which is shown in Figure 1. 

 

Dataset: 

UCI's repository provided the study's dataset. This 21-system has 858 scenarios and 32 attributes. Because some 

ladies were reluctant to share details, the data needed to include many variables. It was also unbalanced, with most 

instances not being malignant. Hinselmann, Schiller, cytology, and biopsy variables comprised the dataset. Each 

target variable gives a specific cervical cancer test. 

 

Data Preprocessing: 

All of the data linked with each predictive characteristic could not be obtained. It was anticipated that around 

20%-30% of clinical prognostic data and 0%-15% of behavioral data needed to be included. It was essential to 

infer missing data from existing data. This replaced values for missing data. The vast amount of missing data 

prevented the use of typical methods for filling in the mean and median. These techniques cannot verify data. The 

filler values are mostly not real numbers. This reduces model accuracy. The data set is also class-imbalanced. The 

+e data set target labels had 35 Hinselmann, 74 Schiller, 44 Cytology, and 55 Biopsy records. 

SMOTE corrected the class discrepancy. There are several ways to perform resampling on an imbalanced dataset, 

including SMOTE and the Bootstrap Method. To guarantee that our dataset is representative of the entire 

population, we will use a technique known as the synthetic minority oversampling technique (SMOTE), which 

will generate additional copies of our undersampled data at random. As can be seen from the counters for each 

sentiment category both before and after the SMOTE resampling, the data are now in a previously unknown 

balanced state. 

 

Splitting Dataset: 

We split our dataset into 80:20 portions for the training and test set. 
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Figure 1: Cervical cancer prediction framework using machine learning 

 

Stacked Ensemble-Based Classification Methods. 

The following paragraph will describe the many available strategies. 

We don't know which model best matches our data. As a result, we will need to test every available categorization 

model to determine the models that perform the best. The initial step in selecting the most successful model is to 

do many cross-validation processes. The Confusion Matrix and the F1 Score will be our primary measures, with 

the remaining metrics as secondary. 

 

Random forest 

Primary bagging-based ensemble method. Classifier operation: The classifier will generate k samples of D using 
the bootstrap approach, and each sample will be given the tag Di. Di uses replacement to sample the tuples of D. 

It's likely that some D tuples won't make it into Di. when sampling with replacement, while others will be repeated. 

The classifier builds a decision tree based on each Di. The creation of a "forest" made up of k decision trees is 

chosen. The random forest classifier has the highest accuracy compared to a single decision tree. 

SVM 

2
0

%
 test 



Analysis of Stacked Ensemble Classification Models in Cervical 

Cancer Prediction using Machine learning 
Section A-Research paper 

Eur. Chem. Bull. 2023, 12 (S3), 2063 – 2072 2067 

 

 

i 

 
 

 
Figure 2: Tree structure of Random Forest model 

 

Scikit-learn makes use of a method known as "decision trees," often known as CART (for "Classification and 

Regression Trees"). To categorize a tuple with an unknown category, X, each tree casts one vote in the form of 

its class prediction. The student in Class X who receives significant support can vote. The Gini index is used in 

the CART technique of tree construction. The Gini index for D may be determined using the formula: 
m 

Gini(D) = 1 − ∑ p2 (1) 
i=1 

Where pi is the probability that a tuple in D belongs to class Ci, the Gini index calculates D's impureness level. 

The index value represents how successfully D was partitioned; the lower the number, the better. 

 

Support vector machine: 

SVMs can categorize both linear and nonlinear data sets. If the data can be divided into linear categories, the 

support vector machine can find the linear optimum separating hyperplane, also known as the linear kernel. This 

decision boundary separates the data for each class. The equation for a separating hyperplane is as follows: 

WX+b=0, where W is a weight vector containing w1, w2,...,wn values, and X is a training tuple whrere B is a 

scalar. The best strategy to increase hyperplane efficiency is to decrease "W," which may be determined using the 

following formula: 
n 

∑ αiyixi 
i=1 

where αi are numeric parameters and yi are support vector labels, Xi= 
n 

 

(2) 

 
 

If yi= -1 then 

∑ wixi ≥ 1 (3) 

i=1 
 

n 

∑ wixi ≥ −1 (4) 
i=1 

If the data cannot be separated linearly, the SVM will employ nonlinear mapping to increase the dimension of the 

data. For this experiment, 
2 

K(Xi, Xj) = e−γ‖Xi−Xj‖   /2 (5) 
where γ is a free parameter that takes the scikit-learn default value for our experiment, and Xi and Xj are support 

vectors and testing tuples, respectively. The Xi is thought to be support vectors. Xj is presently researching tuples. 

The picture on the next page depicts a classification example using the SVM based on the linear kernel and the 
RBF kernel. 

 

AdaBoost: 

Progressive learning using ensembles creates a meta-classifier by combining the results of multiple less-accurate 

classifiers. It's called "progressive learning with ensembles." The AdaBoost algorithm, which boosts data samples, 

relies on adaptive sampling to give erroneously classified events large weights. The next iteration will select 

misclassified data to improve model training. Weighted voting is predicted and judged. AdaBoost uses decision 

tree stumps and forecasts better than bagging [24]. It also errors less. Each dataset sample starts with the same 

weight. Assume x is the dataset's sample count and y is the desired result. To reach a binary state, which may be 
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i=1, 

0 or 1, depends on the situation. After incorporating some data set records into the prototype decision tree stump, 

predictions can be made. The sample weights will be updated after the first prediction. Misclassified data samples 

were given more weight in the study. Next iteration, we'll choose samples with the highest weights. After reducing 

mistakes or reaching a target, the approach will be employed until it is no longer needed. Repeat until the error 

rate is satisfactory. 

The step forward stage follows the combination stage of AdaBoost. Both phases use iterative and sequential 

methods. The first iteration assigns each training set instance a fixed weight. Error rates change the weights as 

iterations rise. The preceding phrase applies. Error-prone cases are weighted higher. The following equation 

illustrates the difficulty of classifying data into binary classes using T samples as training: 

{(xi, yi)}T with yiϵ{0,1} (6) 
C is weak classifier linear combination. +e classifiers form a 

N 

C(x) = ∑ wncn(x) 
n=1 

(7) 

where N is the total number of weak classifiers, w is the weights, and C(x) is the weak classifiers. Each cycle is 

used to train the classifier based on its previous performance. 

C(x)t = C(x)t−1 + wncn(x) (8) 
where C(x)t is the t-iteration classifier. Classifier performance at t-1 is C(x). 

This equation calculates weights: 
1 1 −∈n 

wn = 
2 

ln (   
∈n     

) (9) 

Model Building: We employ K-Fold Cross Validation (CV) on our early dataset (before resampling) since the 

CV is unaffected by an unbalanced dataset because it splits the dataset and considers each validation. In other 

words, the fact that the dataset is unbalanced does not affect CV. We should obtain results comparable to the 

original ones if we apply the CV to the balanced dataset generated by resampling. 

 

3. Results and Discussions 

 

The model was implemented in Python 3.8.0, and the environment in which it was done was Jupyter Notebook. 

The classifiers and other critical built-in tools came from the Ski-learn package; however, the XGBoost ensemble 

came from a separate library, specifically version 1.2.0 of the XGBoost library. The total number of evaluation 

criteria used was accuracy, sensitivity (recall), specificity (precision), positive predictive accuracy (PPA), and 

negative predictive accuracy (NPA). To discriminate between training and testing data, k-fold cross-validation 

with a factor of 10 is used. 

Exploratory Data Analysis: In the example of EDA, we consider that the initial data set, which included 858 

rows and 36 columns, contained many null values. The question mark (?) was used to represent non-existent 

values. Initially, this symbol was altered to "NaN" to make it easier to process. Following the biopsy, it was 

determined that most patients did not have cancer, and only 6.4% had cervical cancer, as shown in Figure 3. 
 

Figure 3: The percentage of positive biopsies 
 

Participation in sexual activity at a young age (between 14 and 19) can result in a positive biopsy result. We went 

from univariate to multivariate analysis to better understand the problem. Figure 4a shows a box plot showing the 

relationship between a biopsy's results and a person's age and first sexual contact. This illustration clarifies the 

link. 
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(a) 

 
(b) 

Figure 4: A multivariate analysis was carried out using box plots 

 

In Figure 4b, a box plot highlights the relationship between age, the number of sexual partners, and the biopsy 

result. This is done to emphasize the link. According to the data in the graphic, the number of sexual partners is 

directly associated with an individual's risk of developing cervical cancer. 

 

Evaluation of the Sampling Method's Capability to Make Predictions 

Table 1 compares and contrasts the relative performance ratings of several RF sampling strategies. Every example 

model had been double-checked both internally and externally. 

 

Table 1: The random forest algorithm's prediction capability is evaluated using a range of sampling techniques. 

Approach Acc Pre Sen Spe 

Undersampling 0.375 0.152 0.167 0.741 

Oversampling 0.608 0.159 0.909 0.639 

SMOTE 0.842 0.189 1.000 0.62 

 

Figure 5 displays the outcomes of an external validation performed on each classifier. Compared to the other 

choices, SMOTE-based RF performed very well, earning a score of 0.842 out of 1.00 on our accuracy criteria and 

the best possible rating on three of our four performance factors. 

Compared to the undersampling and oversampling strategies, the precision was 100%, significantly higher than 

70%. Consequently, SMOTE was chosen as the best method for the final model to utilize while processing 

imbalanced data. 
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Figure 5: The random forest algorithm's performance in a range of sample schemes. 

 

Comparison with Existing Studies 

AdaBoost, extreme SVM, and Random Forest were three ensemble approaches used in the study. In addition, this 

is the first study of its kind to tackle the issue of feature selection and optimization in the context of cervical cancer 

using a bioinspired algorithm diagnosis. The study's findings were compared to those of the benchmark studies to 

determine the importance of the proposed investigation. 

 

Table 2: a comparison of the proposed study to previous studies utilised as standards. 

Target class Authors Accuracy Sensitivity Specificity PPA NPA 

Hinselmann Authors in 
[23] 

97.6 96.65 98.54 98.48 96.78 

Authors in 
[24] 

93.97 100 89.96 84.97 100 

Proposed 

work 

98.21 100 98.65 98.65 97.84 

 

Biopsy 
Authors in 

[23] 
96.06 94.94 97.76 97.58 94.91 

Authors in 
[24] 

94.13 100 90.21 86.07 100 

Proposed 
work 

95.57 100 91.25 92.14 100 

 

The data set used for cervical cancer diagnosis served as the foundation for the criteria used to select the 

benchmark studies [25, 26]. Table 2 also compares the proposed strategy to studies that serve as benchmarks in 

the field of study. On the other hand, several of the earlier investigations' conclusions may have been obtained 

with fewer features. 

 

4. Conclusion 

 

The screening process for cervical cancer is investigated in this research. To detect cervical cancer cases, this 

work uses Random Forest, AdaBoost, and SVM. This data collection was made available via the machine learning 

library at UCI. Experiments focused on different target classes were conducted. In the process of data preparation, 

we use SMOTE to check for missing values as well as class balance. A comparison of model performance was 

carried out using SMOTED data, as well as specified qualities and features and chosen qualities and features. 

Combining the algorithms into many layers resulted in the creation of the stacked model. This particular classifier 

achieves an accuracy of 95.57%, a specificity of 100%, a positive predictive accuracy of 91.25%, and a negative 

predictive accuracy of 92.14%. 
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