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Abstract 

 

Aim: The main aim of this research work is to compare the accuracy percentage of leaf wetness predicted by the 

Novel Logistic Regression algorithm to that predicted by the K-Nearest Neighbour algorithm using 

meteorological data. Materials and methods:The accuracy of leaf wetness prediction was evaluated using 

Novel Logistic Regression and K-Nearest Neighbour algorithms with a sample size of 20 at different times. 

Results: Novel Logistic Regression has a significantly better accuracy percentage (91.89%) compared to K-

Nearest Neighbour accuracy (79%). Between Novel Logistic Regression and K-Nearest Neighbour,  The 

statistical significance difference p=0.07 (p<0.05) independent sample T-test value state that the results in the 

study are insignificant. Conclusion: The K-Nearest Neighbour method fared much worse than Novel Logistic 

Regression. 
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1. Introduction 

 

The focus of this research is to compare the Novel 

Logistic Regression method and the K-Nearest 

Neighbour algorithm in order to enhance the 

accuracy % of forecasting leaf wetness. Leaf 

moisture, or the presence of water droplets on the 

surface of the leaves, is necessary for the 

development of plant-fungal diseases (Kerstiens 

1996). The leaf wetness mainly occurred because 

of temperature in the atmosphere and relative 

humidity (Pais 1982). With the help of these two 

parameters, the accuracy of the prediction of leaf 

wetness will be improved. This paper compares the 

Novel Logistic Regression algorithm against the K-

Nearest Neighbour technique. Visual inspection, 

threshold or model structure, and visualisations are 

some of the current approaches for establishing the 

existence of leaf wetness (Uy et al. 2021). The 

direct measuring strategy is not a practical option 

for implementation since it is momentary, requires 

manual workers, and is subject to spectator 

perception. (Sutton, Reis, and Baker 2008). The 

application of the prediction of Leaf Wetness is 

predicting the developed fungal pathogens in the 

leaf. 

Researchers have debated the origins, impacts, and 

trends of leaf wetness since. On leaf wetness 

prediction, there were 228 publications published 

in IEEE Explore and 198 published articles in 

Google Scholar (Uy et al. 2021). The leaf wetness 

prediction using various ML algorithms is 

presented in this part. It is difficult to extract 

relevant information from noisy data. To do this 

objective, ML approaches are required(Matti et al. 

2021). (Karadag 2017) used a number of Machine 

Learning methods in conjunction with spectral 

reflectance values to detect fusarium disease in 

peppers(Knapik et al. 2020). The author 

recommends the article with the greatest citations 

and was most visited for this research work (R. M. 

Gillespie and Gary 2009; M. B. Gillespie 2016) 

and also focused on Novel Logistic Regression 

with an accuracy of 90%. The learning algorithm of 

a machine that executes Logistic Regression in a 

Novel Way focuses mostly on classification 

(Sutton, Reis, and Baker 2008). When a sensor 

fails, reporting is stopped, and real-time monitoring 

is insufficient to prevent infection when leaf 

moisture is predicted, according to previous 

studies. Finally, (Nishiura et al. 2020)Machine that 

does Logistic Regression in a Novel Way The 

learning algorithm focuses primarily on 

classification.  

Our institution is keen on working on latest 

research trends and has extensive knowledge and 

research experience which resulted in quality 

publications (Rinesh et al. 2022; Sundararaman et 

al. 2022; Mohanavel et al. 2022; Ram et al. 2022; 

Dinesh Kumar et al. 2022; Vijayalakshmi et al. 

2022; Sudhan et al. 2022; Kumar et al. 2022; 

Sathish et al. 2022; Mahesh et al. 2022; Yaashikaa 

et al. 2022). The previous research work shows a 

research gap in that sensor failure stops reports, and 

real-time monitoring is unable to prevent infection 

when leaf moisture is predicted. Finally, (Nishiura 

et al. 2020) the implications of the research and the 

research's future trajectory are depicted in the 

concluding part. Machine learning can be used to 

educate people how to forecast how moist their 

leaves are. The Novel Logistic Regression 

technique is used in this proposed system to 

improve accuracy in predicting leaf wetness. 

 

2. Materials And Methods 

 

The suggested work was accomplished in Saveetha 

School of Engineering's Open Source Lab. For the 

investigation, a total of two groups have been 

identified.. In Group 1, K-Nearest Neighbour 

algorithm is employed, while in Group 2, Novel 

Logistic Regression is used. The novel Logistic 

Regression technique and the K-Nearest Neighbour 

algorithm were repeated at varied intervals with a 

sample size of 20, a confidence interval of 95 

percent, and a pretest power of 80 percent(Peng et 

al. 2021). 

The Meteorological dataset was utilised as the real-

time dataset. Meteorological dataset was used as 

the input dataset for the proposed research. csv file 

downloaded from kaggle.com(Giannakopoulou et 

al. 2021)."Relative Humidity (rh)", "Temp 

(temperature)", "atmos pres (atmospheric 

pressure)", "ceil hgt (ceil height)", "ws (wind 

speed)", "wd (wind density)", "dew point", and 

"visibility" were the key attributes used to enhance 

accuracy (percent). Above all, it pertains to the 

meteorological dataset's attribute description. 

Following the collection of the dataset, the 

procedure for preprocessing was implemented.. 

Both random effect model and incomplete 

information in the dataset were removed during the 

cleaning process. Following cleaning, feature 

extraction was utilised to vectorize the data, which 

included strings, words, and characters that were 

converted to 0 and 1 values. The data set obtained 

was excellent for evaluating the machine learning 

method because it was free of blank and empty 

values. The dataset was split into two halves during 

preprocessing and explored as a 25 percent of 

overall testing set and a 75percent of overall 

training set. 

Logistic Regression 

One of the most prominent supervised machine 

learning algorithms is logistic regression. Logistic 

Regression is primarily concerned with the 

https://paperpile.com/c/46Xcnn/Qy22K
https://paperpile.com/c/46Xcnn/Qy22K
https://paperpile.com/c/46Xcnn/IcbGh
https://paperpile.com/c/46Xcnn/JhDWb
https://paperpile.com/c/46Xcnn/LaUF9
https://paperpile.com/c/46Xcnn/JhDWb
https://paperpile.com/c/46Xcnn/MKdFs
https://paperpile.com/c/46Xcnn/MKdFs
https://paperpile.com/c/46Xcnn/k2UD
https://paperpile.com/c/46Xcnn/LHQfD
https://paperpile.com/c/46Xcnn/bjQfK+CoVUz
https://paperpile.com/c/46Xcnn/bjQfK+CoVUz
https://paperpile.com/c/46Xcnn/LaUF9
https://paperpile.com/c/46Xcnn/WiD7s
https://paperpile.com/c/46Xcnn/Lu8HZ+feHaN+T67Up+SWhiJ+TrAfB+wsm0y+3rONp+UqQbr+3L9Il+H7luD+vcfz1
https://paperpile.com/c/46Xcnn/Lu8HZ+feHaN+T67Up+SWhiJ+TrAfB+wsm0y+3rONp+UqQbr+3L9Il+H7luD+vcfz1
https://paperpile.com/c/46Xcnn/Lu8HZ+feHaN+T67Up+SWhiJ+TrAfB+wsm0y+3rONp+UqQbr+3L9Il+H7luD+vcfz1
https://paperpile.com/c/46Xcnn/Lu8HZ+feHaN+T67Up+SWhiJ+TrAfB+wsm0y+3rONp+UqQbr+3L9Il+H7luD+vcfz1
https://paperpile.com/c/46Xcnn/Lu8HZ+feHaN+T67Up+SWhiJ+TrAfB+wsm0y+3rONp+UqQbr+3L9Il+H7luD+vcfz1
https://paperpile.com/c/46Xcnn/Lu8HZ+feHaN+T67Up+SWhiJ+TrAfB+wsm0y+3rONp+UqQbr+3L9Il+H7luD+vcfz1
https://paperpile.com/c/46Xcnn/WiD7s
https://paperpile.com/c/46Xcnn/WiD7s
https://paperpile.com/c/46Xcnn/hscVv
https://paperpile.com/c/46Xcnn/hscVv
https://paperpile.com/c/46Xcnn/JShIG
https://paperpile.com/c/46Xcnn/JShIG
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classification of instances 0 and 1 as well as pass or 

fail. It helps predict dependent variables that are 

stratified using many parameters. It converts 

projected values to probabilities using the Novel 

sigmoid function and decides which variables to 

adopt as a result and which to refuse

. 

 
Fig. 1. Pseudocode of Logistic Regression 

 

K-Nearest Neighbour algorithm 

K Nearest Neighbour (KNN) is a simple, 

uncomplicated, and versatile machine learning 

technique.Handwriting recognition, picture 

recognition, and video recognition are just a few of 

the applications that use it. When obtaining 

labelled data is prohibitively expensive or 

unattainable, KNN can tackle a wide spectrum of 

high-accuracy prediction challenges. KNN is a 

simple algorithm that learns an unknown function 

with the requisite precision and accuracy by using 

the target stored process local minimum. In 

addition, the method identifies the position of an 

unknown input's neighbourhood, as well as its 

range or distance from it and other criteria. It is 

predicated on the notion of "learning," in which the 

algorithm selects the most effective method. 
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Fig. 2. Pseudocode for KNN algorithm 

 

Google collab was utilised to assess the Novel 

Logistic Regression and RF techniques. An Intel 

Core i3 processor and 8GB of RAM were included 

in the system configuration. A 64-bit operating 

system was included in the system. The operating 

system Windows 10 is included in the software 

configuration. 

Statistical analysis 

The statistical analysis was carried out using the 

Statistical Package for the Social Sciences 

(SPSS)(Windrim et al. 2018) and Google colab. 

The significant factors include relative humidity, 

temperature, air pressure, ceiling height, ws, wd, 

dew point, and visibility. Accuracy was the 

constant variable. To evaluate the efficiency of the 

proposed algorithm, an Independent Sample t-test 

was used. 

 

3. RESULTS 

 

Table 1 demonstrates the accuracy of the Logistic 

Regression and K-Nearest Neighbour Algorithms, 

which were run in Google collab with a sample size 

of 20 at different times. The K-Nearest Neighbour 

Technique algorithm appears to be less accurate 

than Logistic Regression. In Table 2, we utilised an 

independent sample T-test to compare the accuracy 

of Logistic Regression and K-Nearest Neighbour 

Algorithms, and we observed a statistically 

significant difference (p=0.07 with a 95 percent 

confidence interval), showing that our hypothesis is 

valid. The average accuracy difference was 

calculated at 13.18600. 

Table 3 shows the results. The statistical analysis of 

ten samples yielded a standard deviation of 

4.92822 and a standard error of 1.55844 for 

Logistic Regression. The KNN method yielded a 

standard deviation of 2.68501 and a standard error 

of 0.84907. The related output values (dependent 

variables) varied in response to changes in the 

input values (independent variables). 

Figure 3 depicts a bar graph analysis based on two 

algorithms' accuracy. The KNN algorithm and the 

Novel Logistic Regression algorithm's mean 

accuracies. The pseudocode for Logistic 

Regression is shown in Figure 1, while the 

pseudocode for KNN is shown in Figure 2. 

 

4. DISCUSSION 

 

The accuracy of forecasting leaf moisture was 

investigated using Logistic Regression and the 

KNN method in this study. When compared to 

KNN, Logistic Regression appears to have a higher 

accuracy (91.89 percent). The Novel sigmoid 

function enhances accuracy by transferring 

predictions to the probability of Leaf Wetness 

based on the dataset's Relative Humidity and 

temperature variables. The results reveal that the 

Logistic Regression and KNN algorithms have 

statistically significant differences. In this work, 

researchers employed a combination of machine 
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learning algorithms and spectral reflectance data to 

detect fusarium disease in peppers (Karadag 2017). 

Our organisation is committed to conducting 

elevated, substantial proof investigation and has 

had success in a number of fields(Confalonieri et 

al. 2011; Bregaglio et al. 2011). We hope this 

proposed work adds to this rich legal system. 

Relative Humidity and Temperature were the two 

characteristics that had the greatest impact on the 

accuracy percentage. When compared to earlier 

study publications, Logistic Regression looks to be 

more accurate. 

One of the features in the Meteorological dataset 

utilised for forecasting the accuracy of leaf wetness 

is "Ceil hgt," which does not predict the exact 

accuracy of leaf wetness and is not supported for 

larger datasets, which is a restriction of the 

proposed work. If the dataset contains other 

parameters like precipitation and evaporation, there 

may be a potential to forecast leaf wetness more 

accurately in future studies. Future work could be 

used in universities, colleges, and online course 

platforms to provide students with thorough 

guidance in determining the accuracy of the Leaf 

Wetness. 

 

5. CONCLUSION 

 

In this proposed work, when compared to the KNN 

method, the accuracy of prediction of leaf wetness 

using Novel Logistic Regression based on 

temperature and relative humidity in the 

atmosphere is enhanced by 91.89%. 
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Tables And Figures 

 

Table 1. Improved accuracy for predicting the Leaf Wetness (Logistic Regression accuracy of 91.89% and KNN 

accuracy of 79%) 

Iteration 

No. 

Logistic Regression 

Accuracy (%) 

KNN 

Accuracy (%) 

1 91.89 79.00 

2 91.84 78.84 

3 91.79 78.23 

4 91.78 78.15 

5 91.76 78.09 

6 91.24 77.76 

7 91.05 77.54 

8 90.46 77.35 

9 90.23 76.72 

10 90.14 76.26 

 

Table 2. T-test with independent samples The confidence interval for the dataset was set to 95%, while the level 

of significance was set to 5% (p<0.05) (With a p=0.07 value, Logistic Regression looks to perform massively 

better than K-Nearest Neighbour) 
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t-test for Equality of Means 

 

 

F 

 

 

sig. 

 

 

t 

 

 

df 

 

 

Sig.(2-

tailed) 

 

 

Mean 

Difference 

 

 

Std.Error 

Difference 

95% 

Confidence 

Interval of the 

difference 

Lower Upper 

Accuracy 

 

 

Equal 

Variances 

assumed 

 

Equal 

variances 

not assumed 

 

3.603 0.07 

7.43 

 

 

7.43 

18 

 

 

13.9 

.001 

 

 

.001 

13.18 

 

 

13.18 

1.77 

 

 

1.77 

9.45 

 

 

9.45 

16.91 

 

 

16.99 

 

 

 

http://paperpile.com/b/46Xcnn/vcfz1
http://paperpile.com/b/46Xcnn/vcfz1
http://paperpile.com/b/46Xcnn/vcfz1
http://paperpile.com/b/46Xcnn/vcfz1
http://paperpile.com/b/46Xcnn/vcfz1
http://paperpile.com/b/46Xcnn/vcfz1


Section A-Research paper 

Improved accuracy for prediction of leaf wetness using Logistic  

Regression algorithm  compared with K-Nearest Neighbour algorithm  

 
 

 

 

Eur. Chem. Bull. 2023, 12 (S1), 3541 – 3548                                                                                                                        3548 

Table 3. KNN group statistical analysis with logistic regression. After 10 iterations, the mean accuracy value, 

standard deviation, and standard error mean for the Logistic Regression and KNN algorithms are obtained. 

According to the findings, the Logistic Regression algorithm outperformed the KNN algorithm. 

Group N Mean Std.deviation Std.Error Mean 

LR 10 86.6930 4.92822 1.55844 

KNN 10 73.5070 2.68501 0.84907 

 

 
Fig. 1. In terms of mean accuracy, Logistic Regression and KNN are compared. The mean accuracy of Logistic 

Regression is higher than that of KNN, and the standard deviation is slightly lower than that of GLM. X Axis: 

Logistic Regression vs. KNN Algorithm; Y Axis: Mean detection accuracy within 1 SD. 


