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Abstract 

 

Aim: The aim of this research article is to elaborate the accuracy rate for detecting the spam comments on YouTube 

videos by using Innovative Support Vector Machine (SVM) in comparison with K-Nearest Neighbor (KNN) 

Classifier.  

Materials & Methods: The data set in this paper utilizes UCI machine learning repositories. The sample size of 

predicting the spam comments on YouTube videos with enhanced accuracy rate was sample 80 (Group 1=40 and 

Group 2 =40) and calculation is performed utilizing G-power 0.8 with alpha and beta qualities are 0.05, 0.2 with a 

confidence interval at 95%. Predicting the spam comments on YouTube videos with enhanced accuracy rate is 

performed by Innovative Support Vector Machine (SVM) whereas number of samples (N=10) and K-Nearest 

Neighbor (KNN) where number of samples (N=10).  

Results and Discussion: The Innovative Support Vector Machine (SVM) classifier has 93.047 higher accuracy rates 

when compared to the accuracy rate of K-Nearest Neighbor (KNN) is 87.73. The study has a significance value of 

p<0.05 i.e. p=0.022.  

Conclusion: Innovative Support Vector Machine (SVM) provides the better outcomes in accuracy rate when 

compared to K-Nearest Neighbor (KNN) for detecting the spam comments on YouTube videos with enhanced 

accuracy rate. 

 

Keywords: Spam Detection, Innovative Support Vector Machine, K-Nearest Neighbor Classifier, Accuracy Rate, 

Youtube Spam, Machine Learning. 
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1. Introduction 

 

The objective of the research paper is to elaborate the 

accuracy rate for detecting the spam comments on 

YouTube videos with improved accuracy rate. Online 

social networks such as Face-book and YouTube 

have become increasingly popular outlets over the 

past few years and are an integral part of the 

everyday life of people(Grabowicz et al. 2012). 

People spend a lot of time posting their messages on 

micro blogs websites, sharing their thoughts and 

making friends around the world. YouTube is ranked 

by teenagers as the most successful social 

network(Figueiredo, Benevenuto, and Almeida 

2011). Currently 200 million users create up to four 

hundred million new YouTube videos every day. 

This rapid expansion of the YouTube platform 

encourages more spammers to create spam on the 

YouTube platform that contains malicious links to 

external websites that contain malware downloads, 

phishing, drug sales, or scams(Sharmin and Zaman 

2017). One of YouTube's most well-known features 

is its comment system, in which different users may 

comment on uploaded videos. YouTube users have 

channels of their own. YouTube lets channels upload, 

share, rate, post comments on videos and subscribe to 

different channels. This remarkable feature allows 

users to communicate with each other and express 

their emotions, thoughts, etc. on the content. But, this 

has also made it possible for malicious users to post 

irrelevant or self-promotional content often called 

spam(Zhang et al. 2017). Spam comments are mostly 

entirely unrelated to the video and are usually created 

by automated bots posing as legitimate users. The 

main objective of this research work is to provide a 

prediction so that it can perform descriptive analytics 

on prediction of spam comments in YouTube. This 

study proposes the classification algorithm called 

support vector machine (SVM) for classifying spam 

comments. Experimental results show that the 

Innovative Support Vector Machine (SVM) shows 

good accuracy results. 

 

Numerous researches have been done on predicting 

spam comments on YouTube videos using machine 

learning algorithms in recent years. IEEE explore 

published 65 research papers, and Google Scholar 

found 53 articles. In a study conducted by Yusof and 

Sadoon(Yusof and Sadoon 2017), a framework used 

consists of five (5) phases which is data collection, 

pre-processing, feature construction, spam detection 

and evaluation. The framework used by Alberto et 

al.,(Túlio C. Alberto, Lochter, and Almeida 2015) 

has three (3) phases such as processed data, pre-

processing and classification. While the framework in 

research conducted by Kiran(Kiran 2015) has three 

(3) phases consisting of data collection, feature 

selection and classification. Besides that, the 

framework used in research by Chowdury et 

al.,(Chowdury et al. 2013) consists of data collection, 

select attribute and classifications. Saumya Goyal et 

al.(Goyal, Chauhan, and Parveen 2016) spam 

message detection on real twitter social media dataset 

is applied using KNN and decision tree. R.S.Yenape 

et al.(Kanodia, Sasheendran, and Pathari 2018) 

focuses on clearing out spam videos and at the same 

time also identifies the spammers responsible. It 

gathers the required attributes for the video in 

question with the help of an API which takes the 

URL of the video as input and crawls the page to 

obtain the necessary information. Finally, 

classification is done with ID3, K Nearest 

Neighbours and Naive Bayes algorithms. The 

existing study in YouTube Spam Detection is 

Manwar(Manwar, Lambhate, and Patil 2017) and 

Alberto(Tulio C. Alberto, Lochter, and Almeida 

2015) show that both of the authors used Innovative 

Support Vector Machine (SVM) as a classifier in 

classification phase. Manwar(Manwar, Lambhate, 

and Patil 2017) stated that SVM classification is in 

binary-two class. Usually, class denoted by 0 and 1. 

However, the collection data have been classified 

into two classes. The most cited article 

was(Rădulescu, Dinsoreanu, and Potolea 2014) in 

IEEE Explore with 9 citations and 789 full text 

views. 

 

Our team has extensive knowledge and research 

experience  that has translated into high quality 

publications (K. Mohan et al. 2022; Vivek et al. 

2022; Sathish et al. 2022; Kotteeswaran et al. 2022; 

Yaashikaa, Keerthana Devi, and Senthil Kumar 2022; 

Yaashikaa, Senthil Kumar, and Karishma 2022; 

Saravanan et al. 2022; Jayabal et al. 2022; Krishnan 

et al. 2022; Jayakodi et al. 2022; H. Mohan et al. 

2022). The main problem of the existing method is 

that the accuracy depends on the quality of the data 

and the prediction stage is slow because of large 

amounts of information. As training data increases, 

the speed at which calculations are made rapidly 

decreases. This paper proposed a novel Innovative  

support vector machine (SVM) classifier to detect the 

spam comments on YouTube videos and compares 

the results with the K-Nearest Neighbor (KNN) 

classifier on the basis of accuracy, precision, and 

recall values. The main objective of this paper is to 

evaluate the accuracy of the SVM and K-NN 

classifier before and after optimizing the important 

https://paperpile.com/c/NSm6gO/QDkqe
https://paperpile.com/c/NSm6gO/xystu
https://paperpile.com/c/NSm6gO/xystu
https://paperpile.com/c/NSm6gO/5cyCK
https://paperpile.com/c/NSm6gO/5cyCK
https://paperpile.com/c/NSm6gO/3pvAx
https://paperpile.com/c/NSm6gO/MvVzG
https://paperpile.com/c/NSm6gO/j0Z4f
https://paperpile.com/c/NSm6gO/DIeMz
https://paperpile.com/c/NSm6gO/4C6HK
https://paperpile.com/c/NSm6gO/UGd2j
https://paperpile.com/c/NSm6gO/MdLI
https://paperpile.com/c/NSm6gO/s3ws
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https://paperpile.com/c/NSm6gO/WILkr+yrHLg+33LmO+ZZzHL+ZaL4F+ASiMx+wPUBx+h0lB3+RLR0f+10ulH+WMWSs
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parameters using the Python software tool. The 

performance analysis of the proposed spam comment 

detection method gives better accuracy results than 

the existing K-NN method. 

 

 

2. Methods and Materials 

 

This work was carried out in the Digital Image 

Processing Laboratory, Department of Computer 

Science and Engineering, Saveetha School of 

Engineering. In this paper, The YouTube Spam 

Collection Data Set Collect from UCI machine 

learning repositories(Lichman and Others 2013). The 

dataset contained ten selected videos and were 

downloaded from YouTube through API. It is 

composed of 1,500 real and non-encoded messages 

that were labeled as legitimate (ham) or spam. Each 

sample represents a text comment posted in the 

comments section of each selected video. Group 1 

was a K-Nearest Neighbor (KNN) algorithm and 

Group 2 was an innovative novel support vector 

machine (SVM) model. Python 3.9.2 and the NLP 

library were used for all implementations. The 

calculation is performed utilizing G-power 0.85 with 

alpha and beta qualities 0.05, 0.1 with a confidence 

interval at 95%. 

 

K-Nearest Neighbor 

K-NN is a supervised learning method. KNN is the 

simple and useful classifier for different classification 

problems. It does not require any prior knowledge of 

training like SVM or other machine learning 

algorithms. If the new training pattern is affixed to 

the subsisting training set then it doesn’t require 

retraining. Before classifying a new element vector, a 

comparison should be finished with the training 

sample using distance metrics. Its k-nearest neighbors 

are then considered where the class that occurs most 

among the neighbors is given to the element that to 

be classified. A new element is classified on the basis 

that the neighbors are weighted by the distance 

measure. The appropriate working of the scheme 

depends on the proper selection of the appropriate 

parameter such as the ’k’ which represents the 

number of neighbors used to give a class to any new 

element. The KNN only classifies the data into two 

classes which is very inefficient and reduces accuracy 

of classification. The KNN classifier is needed to 

improve spam comments identification accuracy 

through more advanced machine learning and deep 

learning algorithms. In pattern recognition, the K-

Nearest Neighbors algorithm (or k-NN for short) is a 

non-parametric method used for classification and 

regression. In both cases, the input consists of the k 

closest training examples in the feature space. The 

output depends on whether k-NN is used for 

classification or regression: 

● In k-NN classification, the output is a class 

membership. An object is classified by a majority 

vote of its neighbors, with the object being assigned 

to the class most common among its k nearest 

neighbors (k is a positive integer, typically small). If 

k = 1, then the object is simply assigned to the class 

of that single nearest neighbor. 

● In k-NN regression, the output is the property value 

for the object. This value is the average of the values 

of its k nearest neighbors. The sample group 1 is the 

K-Nearest Neighbor (KNN) algorithm is a type of 

supervised ML algorithm which can be used for both 

classification as well as regression predictive 

problems. The steps involved in the implementation 

of the KNN algorithm are described as follows. 

 

Support Vector Machine 

The SVM will refer to both classification and 

regression methods and the terms Support Vector 

Classification (SVC) and Innovative Support Vector 

Regression (SVR) will be used for specification. This 

part will continue with a complete introduction to 

structural risk(Ingale and Mahajan, n.d.). The SVM is 

introduced in the setting of classification, being both 

historical and more usable. This leads onto mapping 

the input into a higher dimensional feature space by a 

required choice of kernel function. The report then 

considers the problem of regression. SVM has 

successful applications in Bioinformatics, Text & 

Image Recognition. A classification task usually 

involves separating data into training and testing sets. 

Each instance in the training set contains one “target 

value" (i.e. the class labels) and several “attributes" 

(i.e. the features or observed variables). The goal of 

SVM is to produce a model (based on the training 

data) which predicts the target values of the test data 

given only the test data attributes. Support vectors are 

information focuses that are nearer to the hyperplane 

and impact the position and direction of the 

hyperplane. Utilizing these Innovative  support 

vectors, we augment the edge of the classifier. 

Erasing the Innovative support vectors will change 

the situation of the hyperplane. These are the focuses 

that help us assemble our SVM. The solicitation 

approach is advantageous to pick at time spans 

somewhere around two dynamically potential results 

depending upon unsurprising pointing factors. In 

two-dimensional space this hyperplane is a line 

partitioning a plane in two sections where in each 

class lay in one or the other side. In multidimensional 

https://paperpile.com/c/NSm6gO/oylws
https://paperpile.com/c/NSm6gO/xSr7j
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space, the partition of the class is a hyperplane. 

AInnovative  support vector machine is an 

uncommon preparation system that isolates 

measurements and withdraws both request and 

backslide methodology material plans. The request 

approach is worthwhile to pick at time periods at 

least two progressively potential outcomes relying 

upon predictable pointing factors(Gaye, Zhang, and 

Wulamu 2021). The SVM estimation gives out the 

objective information into any of these classes 

provided, considering information. The check of 

SVM is utilized on straightforward information based 

speed and not really determining. Determination tree 

models are memory-packed understudies in this 

manner they are not fitting for colossal sets, after 

which we work on cost-delicate home loan obligation 

assumption when using two-class support vector 

machine and switch over to resemble sets on the 

repeated enlightening machine a brief time frame 

later. SVM is successfully suitable in differentiating 

positive and negative problems such as spam. 

The sample preparation group 2 is the novel 

Innovative support vector machine (SVM) algorithm, 

which is a supervised machine learning model that 

uses classification algorithms for two-group 

classification problems. It is used to estimate 

probability whether an instance belongs to a class or 

not. The experimental results show that the proposed 

SVM method has achieved better accuracy results. 

 

Statistical Analysis 

The output is obtained by using Python software. To 

train these datasets, required a monitor with 

resolution of 1024×768 pixels (7th gen, i5, 4 8GB 

RAM, 500 GB HDD), and Python software with 

required library functions and tool functions. For 

statistical implementation, the software tool used here 

is IBM SPSS V26.0(Hilbe 2004). The independent 

sample t test was performed to find the mean, 

standard deviation and the standard error mean 

statistical significance between the groups, and then 

comparison of the two groups with the SPSS 

software will give the accurate values for the two 

different s which will be utilized with the graph to 

calculate the significant value with maximum 

accuracy value (83.04%), mean value (83%) and 

standard deviation value (0.23323). Dependent 

variables are accuracy and independent variables are 

KNN and SVM methods. 

 

3. Results 

 

Figure.1 shows the simple bar graph for K-Nearest 

Neighbor (KNN) Classifier accuracy rate is 

compared with Support Vector Machine (SVM) 

Classifier. The Innovative Support Vector Machine 

(SVM) Classifier is higher in terms of accuracy rate 

93.047 when compared with K-Nearest Neighbor 

(KNN) Classifier 87.73. Variable results with its 

standard deviation ranging from 80 lower to 90 

higher K-Nearest Neighbor (KNN) Classifier where 

Support Vector Machine (SVM) Classifier standard 

deviation ranging from 90 lower to 100 higher. There 

is a significant difference between the K-Nearest 

Neighbor (KNN) Classifier and the Support Vector 

Machine (SVM) Classifier (p<0.05 Independent 

sample test). X-axis: Support Vector Machine (SVM) 

Classifier accuracy rate vs K-Nearest Neighbor 

(KNN) Classifier Y-axis: Mean of accuracy rate, for 

identification of keywords ± 1 SD with 95 % CI. 

Table.1 shows the Evaluation Metrics of Comparison 

of K-Nearest Neighbor (KNN) and Support Vector 

Machine (SVM) Classifier. The accuracy rate of K-

Nearest Neighbor (KNN) is 87.73 and Support 

Vector Machine (SVM) is 93.047. In all aspects of 

parameters Support Vector Machine (SVM) provides 

better performance compared with the K-Nearest 

Neighbor (KNN) of predicting Spam comments on 

YouTube videos with improved accuracy rate. 

Table.2 shows the statistical calculation such as 

Mean, standard deviation and standard error Mean 

for K-Nearest Neighbor (KNN) and Support Vector 

Machine (SVM). The accuracy rate parameter used in 

the t-test. The mean accuracy rate of K-Nearest 

Neighbor (KNN) is 87.73 and Support Vector 

Machine (SVM) is 93.047. The Standard Deviation 

of K-Nearest Neighbor (KNN) is 1.82738 and 

Support Vector Machine (SVM) is 0.23323. The 

Standard Error Mean of K-Nearest Neighbor (KNN) 

is 0.93827 and Support Vector Machine (SVM) is 

0.18343. Table.3 displays the statistical calculations 

for independent samples tested between K-Nearest 

Neighbor (KNN) and Support Vector Machine 

(SVM). The sig. the signal to noise ratio is 0.022. 

Independent samples T-test is applied for comparison 

of K-Nearest Neighbor (KNN) and Support Vector 

Machine (SVM) with the confidence interval as 95% 

and level of significance as 0.12323. This 

independent sample test consists of significance as 

0.001, significance (2-tailed), Mean difference, 

standard error difference, and lower and upper 

interval difference. 

 

4. Discussion  

 

A test is conducted between K-Nearest Neighbor 

(KNN) and Innovative Support Vector Machine 

https://paperpile.com/c/NSm6gO/UYcKe
https://paperpile.com/c/NSm6gO/UYcKe
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(SVM). Classification is a process to classify the 

YouTube comment into Ham or Spam message. The 

result shows that SVM produces higher accuracy than 

KNN. As features identified from the literature 

review, various features may be extracted from 

YouTube classification purposes. Besides, the data 

already consists of two classes where the classes are 

“spam” and “ham”. Thus, easy to choose features that 

certainly label as spam. YouTube comments may 

contain hyperlinks, text, uppercase and lowercase 

characters. However, those uppercase characters do 

not exist after the preprocessing phase. After 

preprocessing, this study decides to use keywords as 

feature selection. The Confusion Matrix is a deep 

learning visual exploration method. The results of the 

prediction class are represented in the Confusion 

Matrix columns, while the results of the actual class 

are represented in rows. This matrix incorporates all 

raw data in respect of the classification model 

considerations in the specified data collection. 

Determining how accurate a model is. It is a square 

matrix with lines representing the actual category of 

cases and columns representing their expected 

category. The confusion matrix is a 2 x 2 matrix that 

reports the number of true positives (TP), true 

negatives (TN), false positives (FP), and false 

negatives (FN) when working with a Binary 

classification mission. Precision, recall, and F-

measure, which is widely used in text mining and 

machine learning communities, has been used to test 

algorithms. True positive (TP - items with the 

appropriate label as class), false positive (FP - false 

labeled items), false (FN - items labeled incorrectly 

classified), and true negative (TN - improperly 

labeled items) are four types of classified items (TN - 

well-classified items). Recall is determined using the 

following formula given the number of true benefits 

and false positives 

                                           

                                                                                                                                       

                                                                                                                            

(1)                                                       

Many researchers had been studying the 

classification of YouTube comments as spam or ham 

by using machine learning. Kantchelian et 

al.(Kantchelian et al. 2012) developed a logistic 

regression based entropy rate. Aziz et al.(Aziz et al. 

2018) discussed the performance comparison of 

Support Vector Machine (SVM) and K-Nearest 

Neighbor (KNN). Alias et al.(Alias, Foozy, and 

Ramli 2019) used six classifiers of machine learning 

techniques i.e Random Tree (RT), Random Forest 

(RF), Naive Bayes, KStar, Decision Table and 

Decision Stump for YouTube live streaming spam 

comments detection. In this work, we present the 

performance comparison of support vector machines 

and the Gaussian Naive Bayes classification for 

Youtube spam comment detection. However, we 

ended up achieving comparable results and the best 

accuracy in spam data filtering practices. This may be 

managed by analyzing the underlying data sets 

allowing users to distinguish spam data that is 

displayed as true or false. Aiyar dan Shetty(Aiyar and 

Shetty 2018) video-sharing website, Youtube, to 

detect unwanted remarks or spam. For example, they 

proposed expanding their effort to include URLs and 

short message elimination as well as employing N-

grams which have been shown to be highly efficient 

in detecting and then combating spam comments. Al-

Zoubi et al.(Al-Zoubi et al. 2018) their algorithm to 

detect spam profiles is considered as one of the most 

challenging issues in online social networks, the 

experiments and results show that the proposed 

model outperforms many other algorithms in terms of 

accuracy, and provides very challenging results in 

terms of precision, recall and AUC. In the proposed 

work, we include the most important Support Vector 

Machine (SVM) and K-Nearest Neighbor (KNN) 

models for predicting the spam comments. The 

accuracy rate of the Support Vector Machine (SVM) 

is 93.047% compared with K-Nearest Neighbor 

(KNN) that has an accuracy rate of 87.73%. The 

structure of the modified information box takes into 

account the intermediate, minor and major attributes, 

interquartile access and malfunction (focus beyond 

the upper and lower extremities). In addition, the 

application includes the division of the Support 

Vector Machine (SVM) and K-Nearest Neighbor 

(KNN) Model to determine whether it is possible for 

predicting the spam comments. The findings 

indicated most of the analyzed methods of 

classification are for filtering spam comments on 

YouTube. Most of them were able to provide small 

or no blocked ham rates and it was also possible to 

achieve accuracy rates that were more than 90 per 

cent.  The limitation of the proposed work is that the 

features do not cover the user perception of a video, 

since our dataset did not cover this information. The 

regression analyses on the relationship of comment 

types and user ratings would certainly reveal further 

interesting results if we included the video content 

perception as another independent variable. Further 

https://paperpile.com/c/NSm6gO/KF9Zo
https://paperpile.com/c/NSm6gO/Px9bN
https://paperpile.com/c/NSm6gO/Px9bN
https://paperpile.com/c/NSm6gO/6Yw96
https://paperpile.com/c/NSm6gO/6Yw96
https://paperpile.com/c/NSm6gO/y0ATq
https://paperpile.com/c/NSm6gO/y0ATq
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research will be necessary to analyze these 

correlations.  

 

5. Conclusion       

 

In this research, the development of a Youtube spam 

comment detection framework by using machine 

learning techniques has been done. It is important to 

improve security since the Internet nowadays 

indicates the security issues. The proposed model 

exhibits the K-Nearest Neighbor (KNN) and Support 

Vector Machine (SVM), in which the Support Vector 

Machine (SVM) has the highest values. The accuracy 

Rate of Support Vector Machine (SVM) is 93.047 is 

higher compared with K-Nearest Neighbor (KNN) 

that has an accuracy rate of 87.73 in analysis of 

detecting Spam comments on YouTube videos with 

improved accuracy rate. 
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Tables and Figures 

 

Table 1: Comparison of K-Nearest Neighbor (KNN) and Innovative  Support Vector Machine (SVM) Classifier for 

predicting the spam comments in YouTube videos with improved accuracy rate. The accuracy rate of K-Nearest 

Neighbor (KNN) is 87.73 and Innovative  Support Vector Machine (SVM) has 93.047 

 

SI.No.z 

 

Test Size 

Accuracy Rate 

K-Nearest   Neighbor Support vector Machine 

1 Test 1 84.32 86.32 

2 Test2 84.13 87.24 

3 Test3 84.71 88.64 

4 Test4 85.10 89.67 

5 Test5 85.35 89.84 

6 Test6 85.23 90.76 

7 Test7 86.01 91.14 

8 Test8 86.01 91.34 

9 Test9 86.12 92.12 

10 Test10 86.23 92.43 
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Table .2. The statistical calculation such as Mean, standard deviation and standard error Mean for K-Nearest 

Neighbor (KNN) and Innovative  Support Vector Machine (SVM). The accuracy rate parameter used in the t-test. 

The mean accuracy rate of K-Nearest Neighbor (KNN) is 87.73 and Support Vector Machine (SVM) is 93.047. The 

Standard Deviation of K-Nearest Neighbor (KNN) is 1.82738 and Support Vector Machine (SVM) is 0.23323. The 

Standard Error Mean of K-Nearest Neighbor (KNN) is 0.93827 and Support Vector Machine (SVM) is 0.18343. 

 

 

Group 

 

 

N 

 

 

Mean 

 

Standard 

Deviation 

Standard 

Error 

Mean 

 

Accuracy 

Decision Tree 10 83.047 0.23323 0.18343 

K-Nearest Neighbor 

(Knn) 
10 87.73 1.82738 0.93827 

 

Table. 3: The statistical calculations for independent samples test between K-Nearest Neighbor (KNN) and 

Innovative Support Vector Machine (SVM). The sig. for signal to noise ratio is 0.022. Independent samples T-test is 

applied for comparison of K-Nearest Neighbor (KNN) and Support Vector Machine (SVM) with the confidence 

interval as 95% and level of significance as 0.12323. This independent sample test consists of significance as 0.001, 

significance (2-tailed), Mean difference, standard error difference, and lower and upper interval difference. 
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Fig .1.  Flow Chart of  K-Nearest Neighbor 
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Fig. 2.  Flow Chart of Support Vector Machine 

 

 
Fig. 3. Bar graph between KNN and Innovative Support Vector Machine (SVM). Comparison of KNN algorithm 

and SVM in terms of mean accuracy. The mean accuracy of KNN is better than NB and the standard deviation of 

KNN is slightly better than SVM. X-Axis: KNN vs SVM Y-Axis: Mean accuracy of detection ± 1 SD with CI of  

95%. 

 

 

 


