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Abstract 

 

Aim:To implement a best efficient innovation of mental health disorder of computer users using novel Svm and 

linear regression.  

Materials and Methods: Recognition is performed by Support Vector Machine (N=10) over Linear Regression 

Algorithm (N=10). Sample size is calculated using GPower with pretest power as 0.8 and alpha 0.05.  

Result: Mean performance of Novel Support Vector Machine (90%) is high compared to Linear Regression 

Algorithm (80%). Significance value for performance and loss is 0.013 (p>0.05)  

Conclusion: the mean performance of the efficient innovation of mental health disorder of computer users using 

svm is better than linear regression algorithm. 
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1. Introduction  

 

Efficient innovation of mental health 

disorder of computer users by taking surveys as 

input to read the mental health of users (Serino et 

al. 2016).  In this research, a survey is given as 

input to recognise the mental health disorder of 

people. In this paper, research is implemented with 

two different algorithms and finally the algorithms 

are compared to find out the best performing one 

(Hamey and Priest, n.d.). Thus the above process 

detects the mental health disorder accurately for 

Computer User (Segaran 2007). Efficient 

innovation of mental health disorder of computer 

user is an important application. Some of the 

applications of the mental health disorder of 

computer users  help desensitize patients suffering 

from post-traumatic stress disorder, by recreating 

their personal triggers (Luxton 2015).  For 

example, a recent community-based survey of over 

1,500 people with serious mental illnesses found 

that over 80% of patients with bipolar disorder 

(BD) owned and used mobile phones regularly for 

calling, texting, and the internet. The  application 

used for mental health E-mental health can be 

accessed via computers, smartphones, virtual 

reality programmes, or video conferencing 

software (Peng et al. 2020). 

  

In this research, Mental health disorder of 

computer users, the database is collected from 

various articles.Mental health disorder of computer 

users have been carried out by researchers and 160 

related research articles in IEEE Digital Xplore and 

104 articles are published in google scholar. The 

evolution and rapid dissemination of mobile and 

sensor technology has created unprecedented 

opportunities for personalized data collection in an 

extremely granular, unobtrusive, and even 

affordable way (Comito, n.d.). Mental health is the 

psychological, social and emotional state of a 

person who is functioning at an acceptable level of 

behavioral and emotional adjustment in the 

Recognition system. Mental health can be seen as a 

measure to which an individual can handle stress 

and make decisions in every facet of their life, as it 

severely impacts how such individual acts, thinks 

and feels (Stein, Fineberg, and Chamberlain 2021). 

Mental health issues are hard to diagnose. Many 

times the affected individual does not realize the 

state of his well being. A lot of university students 

tend to undergo mental health issues at various 

stages of their education (Salah, Kröse, and Cook 

2015).  

 

Our institution is keen on working on 

latest research trends and has extensive knowledge 

and research experience which resulted in quality 

publications (Rinesh et al. 2022; Sundararaman et 

al. 2022; Mohanavel et al. 2022; Ram et al. 2022; 

Dinesh Kumar et al. 2022; Vijayalakshmi et al. 

2022; Sudhan et al. 2022; Kumar et al. 2022; 

Sathish et al. 2022; Mahesh et al. 2022; Yaashikaa 

et al. 2022). The existing Drawbacks of an Mental 

health disorder of computer users has some 

obstacles to recognize the accurate mental health 

disorder of the peoples such as Excessive Internet 

use may create a heightened level of psychological 

arousal, resulting in little sleep, failure to eat for 

long periods, and limited physical activity, possibly 

leading to the user experiencing physical and 

mental health problems such as depression, OCD, 

low family relationships and anxiety. Though much 

research has been carried out in this field there 

exists a gap to formulate the performance when it 

comes to detect and recognise Mental health 

disorder of computer users accurately. Therefore an 

Mental health disorder of computer users 

accurately. The aim of this study is to Mental 

health disorders of computer users accurately using 

the novel Support Vector Machine, thereby 

improving performance and reducing false 

detection rate in the Recognition system. 

 

2. Materials and Methods 

 

This study setting was done in the data 

analytics Lab,department of Information 

Technology,Saveetha School of engineering. 

Sample size for this project is 20 (Group 1=10, 

Group 2=10). In the Efficient innovation of mental 

health disorder of computer users,to modify the 

problem of low performance rate novel Support 

Vector Machine and Linear Regression algorithm 

is used. Novel Support Vector Machine gives the 

predictions from the train set that are used as 

features to build a new model. This model is used 

to make final predictions on test prediction tests. 

The Linear Regression algorithm measures the 

distance between a query scenario and a set of 

scenarios in the data set.Mean accuracy of novel 

Support Vector Machine is 90.00%. Mean accuracy 

of the Linear Regression algorithm is 80%. Dataset 

for this article is collected from 

(https://www.kaggle.com/lukasvonehr/my-mental-

health-analysis) website with 7 attributes and 2123 

rows (Raballo, Schultze-Lutter, and Armando 

2022) 

 

Support Vector Machine  

The Support Vector Machine is a well-

known Supervised Learning approach that may be 

applied to both classification and regression 

problems. However, it is mostly used in Machine 

Learning for classification problems. The Support 

Vector Machine algorithm's goal is to determine 

the best line or decision boundary for classifying n-

dimensional space into classes so that subsequent 

https://paperpile.com/c/Lym9jl/OycT
https://paperpile.com/c/Lym9jl/OycT
https://paperpile.com/c/Lym9jl/5CkPn
https://paperpile.com/c/Lym9jl/spjQ
https://paperpile.com/c/Lym9jl/Qq7l
https://paperpile.com/c/Lym9jl/XqVQ
https://paperpile.com/c/Lym9jl/ex4V
https://paperpile.com/c/Lym9jl/3cd2
https://paperpile.com/c/Lym9jl/zjPJ
https://paperpile.com/c/Lym9jl/zjPJ
https://paperpile.com/c/Lym9jl/5ZDyg+Pouk0+rRDDz+WOEJk+tGOFU+AzhEN+359T1+6C1DB+ya51h+XgbEF+0Jkau
https://paperpile.com/c/Lym9jl/5ZDyg+Pouk0+rRDDz+WOEJk+tGOFU+AzhEN+359T1+6C1DB+ya51h+XgbEF+0Jkau
https://paperpile.com/c/Lym9jl/5ZDyg+Pouk0+rRDDz+WOEJk+tGOFU+AzhEN+359T1+6C1DB+ya51h+XgbEF+0Jkau
https://paperpile.com/c/Lym9jl/5ZDyg+Pouk0+rRDDz+WOEJk+tGOFU+AzhEN+359T1+6C1DB+ya51h+XgbEF+0Jkau
https://paperpile.com/c/Lym9jl/5ZDyg+Pouk0+rRDDz+WOEJk+tGOFU+AzhEN+359T1+6C1DB+ya51h+XgbEF+0Jkau
https://paperpile.com/c/Lym9jl/5ZDyg+Pouk0+rRDDz+WOEJk+tGOFU+AzhEN+359T1+6C1DB+ya51h+XgbEF+0Jkau
https://www.kaggle.com/lukasvonehr/my-mental-health-analysis
https://www.kaggle.com/lukasvonehr/my-mental-health-analysis
https://paperpile.com/c/Lym9jl/4S9r
https://paperpile.com/c/Lym9jl/4S9r
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data points may be easily placed in the relevant 

category. The algorithm's goal is to recognise an 

item from its backdrop using as little training data 

as possible. In the object recognition problem, it 

displays strong generalization ability. Support 

Vector Machines are classification and regression 

analysis tools. The Support Vector Machine can 

handle both linear and nonlinear problems and is 

useful for a wide range of practical situations. 

 

Pseudocode For Support Vector Machine 

INPUT: Training Dataset 

OUTPUT: Classifier accuracy 

Step 1: Import the required packages. 

Step 2: Convert the audio files into numerical 

values after the extraction feature. 

Step 3: Assign the data to X_train, y_train, X_test, 

and y_test variables. 

Step 4: Using train_test_split() function, pass the 

training and testing variables. 

Step 5: Give test_size and the random_state as 

parameters for splitting the data using SVM 

training. 

Step 6: Importing the SVClassifier from the library. 

Step 7: Using SVClassifier, predict the output of 

the testing data. 

Step 8: Calculate the accuracy of the model. 

 

Linear Regression 

 

 Linear Regression is a machine learning 

algorithm based on supervised learning. It performs 

a regression task. Regression models a target 

prediction value based on independent variables. It 

is mostly used for finding out the relationship 

between variables and novel forecasting. Different 

regression models differ based on – the kind of 

relationship between dependent and independent 

variables they are considering and the number of 

independent variables being used. The task to 

predict a dependent variable value (y) based on a 

given independent variable (x). So, this regression 

technique finds out a linear relationship between x 

(input) and y(output). Hence, the name is Linear 

Regression. 

 

Pseudocode for Linear Regression  

INPUT: Training data D, number of 

epochs e, learning rate n. 

OUTPUT: Classifier accuracy 

Step 1:Import required packages. 

Step 2:Convert data sets into numerical values after 

the extraction feature. 

Step 3:Assign data to X train, y train, X test and y 

test variables. 

Step 4:Read the Training data set  

Step 5:Calculate the mean and standard deviation 

of the predictor variables in each class 

Step 6:Calculate the likelihood for each class 

Step 7:Get the Greatest Likelihood. 

 

STATISTICAL ANALYSIS 

The analysis was finished by IBM SPSS 

adaptation  21. In SPSS, datasets are prepared 

using 10 as sample size for both the algorithm 

novel Svm and linear regression algorithm. 

Groupid is given as 1 for novel svm and 2 for linear 

regression algorithm, group id is given as a 

grouping variable and accuracy is given as a testing 

variable. The attributes are survey, mental 

disorders, patients, workspace. Dependent variables 

are surveyed. Independent variables are mental 

disorders, patients, workspace. Independent t test is 

carried out in this research work. 

 

3. Results  

 

In statistical tools, the total sample size 

used is 20. This data is used for analysis of novel 

svm and linear regression algorithms. Statistical 

data analysis is done for both the prescribed 

algorithms namely novel svm and linear regression 

algorithm. The group and accuracy values are 

being calculated for given recognition systems. 

These 20 data samples used for each algorithm 

along with their loss are also used to calculate 

statistical values that can be used for comparison. 

Table 2, shows that group, accuracy and loss values 

for two algorithms novel algorithms are denoted. 

Group statistics Table 1 shows a number of 

samples that are collected. Mean and standard 

deviation obtained and  accuracies are calculated 

and entered. 

Table 4, shows group statistics values 

along with mean, standard deviation and standard 

error mean for the two algorithms are also 

specified. Independent sample T test is applied for 

data set fixing confidence interval as 95%. Table 3, 

shows independent t sample tests for algorithms. 

The comparative accuracy analysis, mean of loss 

between two algorithms are specified. Fig. 1 shows 

comparison of mean of accuracy and mean loss 

between  novel svm and linear regression 

algorithm. 

4. Discussion 

 

The accuracy of  linear regression 

algorithms is 80.00% whereas novel  novel svm has 

higher accuracy of 90.00% with p = 0.013 which 

shows that content novel novel svm  is better than 

linear regression algorithm. Mean, standard 

deviation and standard mean values for novel svm 

are 6.6650, 2.25909, 0.71439 respectively. 

Similarly for linear regression algorithms, mean, 

standard deviation and standard mean values are 

14.6190, 2.37268, 0.75031  respectively. 

This similar research increases prediction 

for recognition systems to find Efficient innovation 
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of mental health disorder of computer users in 

accordance with their data.This model has a slow 

processing rate with better accuracy (Rajvanshi and 

Dhaka 2016). Slow processing rate is due to usage 

of a large database but in case of a smaller 

database, both the processing and accuracy are 

faster and better. The opposite model is built 

(Srivastava 2020). Despite various fact that many 

researchers have discovered various recognized 

models, many of them are unable to accurately 

perform better algorithms (Rathnavel et al. 2017). 

Many applications can be developed to predict 

accurately for sensitivity from various platforms. 

The novel svm algorithm has a drawback 

of not being user friendly and is very time 

consuming. Which means that the  novel svm 

algorithm is not easy to use and takes a lot of the 

time processing the data in the Recognition 

System(Patel et al. 2013). In future scope of 

Efficient innovation of mental health disorder of 

computer users can be further improved by 

developing the  novel svm. 

 

5. Conclusion 

 

  From this study of Efficient innovation of 

mental health disorder of computer users, the mean 

accuracy of  linear regression algorithms is 80.00% 

whereas novel svm have a higher mean accuracy of 

90.00%. Hence it is inferred that the novel svm to 

be better in accuracy when compared to linear 

regression  algorithms. 
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TABLES AND FIGURES 

 

Table 1.  Group, Accuracy and Loss value uses 8 columns with 8 width data for automatic number plate 

recognition system. 

SI.NO Name Type Width Decimal Columns  Measure Role 

1 Group Numeric 8 2 8 Nominal Input 

2 Accuracy Numeric 8 2 8 Scale Input 

3 Loss Numeric 8 2 8 Scale Input 

 

Table 2. Accuracy and Loss Analysis of SVM and Linear Regression 

S.No  GROUPS  ACCURACY LOSS  

 

 

 

 

 

 

 

 

1 

 

 

 

 

 

 

 

 

SVM 

80.11 10.30 

89.60 10.40 

89.33 10.67 

89.66 10.34 

89.55 10.45 

88.96 11.04 

88.00 12.00 

89.55 10.45 

89.56 10.44 

89.22 10.78 
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Linear Regression 

 

90.21 11.50 

88.30 11.70 

87.77 12.23 

87.55 12.45 

85.66 14.34 

86.32 13.68 

86.00 14.00 

87.00 13.00 

88.11 11.89 

87.99 12.01 

 

Table 3. Group Statistical Analysis of SVM  and Linear Regression. Mean, Standard Deviation and Standard 

Error Mean are obtained for 10 samples. SVM  has higher mean accuracy and lower mean loss when compared 

to Linear Regression. 

 GROUP N Mean Std.Deviation Std.Error 

Mean 

ACCURACY SVM 10 93.9350 2.79109 0.88262 

  

Linear 

Regression. 

10 87.3200 1.01552 .32114 

LOSS SVM 10 85.3810 

 

2.37268  0.75031 

Linear 

Regression. 

10 6.6650 2.25909  0.71439  
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Table 4. Independent Sample T-test: is insignificantly SVM  better than Linear Regression with p value 0.013 

(Two tailed, p>0.05). 

  F Sig. t df Sig 

(2-

tail 

ed) 

Mean 

Diffencen
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Std.Erro
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differenc

e 

Lower Upper 
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Equal 

Variance

s      not 
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Fig. 1.  Comparison of SVM  and Linear Regression in terms of accuracy. The mean accuracy of  SVM is 

greater than Linear Regression and standard deviation is also slightly higher than Linear Regression. X-axis: 

SVM vs Linear Regression. Y-axis: Mean accuracy of detection + 1 SD. 

 


