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Abstract 

 

Aim: The purpose of this work is to identify the accuracy in prediction of air pollution during the lockdown. 

Materials and Methods: The research work contains two groups namely Predictive linear regression and 

Logistic regression. Each group consists of a sample size of 10 and the study parameters include an alpha value 

of 0.05, a beta value of 0.2, and a power value of 0.8. The performance analysis for maximum accuracy in the 

prediction of air pollution during lockdown using Predictive linear regression over Logistic regression which 

identifies and predicts the air pollution.  

Results and Discussion: The accuracy using Predictive linear regression is 98% is more accurate than the 

logistic regression of 92% in predicting air pollution.  

Conclusion: The Predictive linear regression model is significantly better than the logistic regression in 

predicting air pollution. It can also be considered a better option for predicting air pollution during the 

lockdown. 
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1. Introduction 

 

Air pollution is a mixture of particles and 

gases whose sources and composition vary 

spatially and temporally. Air pollution in the 

environment derives both from anthropogenic and 

natural sources. Air pollution is an important 

environmental risk factor in the propagation of 

diseases such as lung cancer, autism, asthma, low 

birth weight, etc. Air pollution differs from place to 

place and depends on multiple pollutant sources 

such as industrial emissions, heavy traffic 

congestion, temperature, pressure, wind, humidity, 

burning of fossil fuels, etc. (Wang et al. 2021). 

Regulation of air quality is an important task of the 

government in developing countries for ensuring 

people’s health and welfare. Applications include 

the most dangerous air pollutants are Particulate 

Matter (PM), Nitrogen Oxide (NO2), Ozone (O3) 

and Sulphur Dioxide (SO2) (Smiianov et al. 2020). 

The appropriate extraction feature is chosen and 

trained using Predictive linear regression. It 

performs a regression task. The kernel function of 

logistic regression is used to transform the original 

input set into a higher-dimensional feature space 

(Ryan, Silver, and Schofield 2021). By examining 

the relationship between one or more existing 

independent variables, the Predictive linear 

regression model forecasts a dependent variable. 

The application of this research is to provide 

suggestions for the Air Quality Index (AQI) for 

effective communication of the air quality status of 

an area to people in terms, which are easy to 

understand and is used for decision making in 

many countries  (Baldasano 2020).  

In the last 5 years, there have been 87 

articles in IEEE explore and 157 in Google Scholar 

related to this study. Our strategy for examining the 

causal effect of lockdowns on air quality relies on a 

comparison of changes in air pollutant species, 

including particulate matter (PM2.5 ) and (PM10). 

The proposed framework indicated that predicting 

air pollution during lockdown may be 

accomplished with 98% accuracy (Silva, Ávila, and 

Gonçalves 2021). Two sets of difference-in-

differences (DID) analyses are adapted in this 

study, which provides important advantages over 

other empirical strategies such as before and after 

lockdown comparisons and interrupted time series 

by introducing control groups. Then, the overall 

government response index from the OxCGRT 

dataset was added to their DID design to construct 

a Two-Way Fixed Effects (TWFE) event-study 

specification according to researchers to handle 

DID with multiple Periods (Cole, Elliott, and Liu 

2020). Besides, this dataset also provides 8 

different lockdown measures allowing us to 

compare the impact on air quality from different 

lockdown measures (Li et al. 2021). This study 

examined the evidence of heterogeneous 

environmental impacts from lockdowns among 

countries that differed in developmental level, 

industrial structure, and population. The new study 

extends past work by investigating if the addition 

of air pollution improves discrimination and 

whether a  Predictive linear regression could 

improve it (Ravindra et al. 2021) Attempting to 

improve the model is the logical next step for air 

pollution; a novel predictive model in a population-

based sample was recently pursued (Praveena and 

Aris 2021). To predict air pollution during the 

lockdown, various machine learning methods are 

used with minimum redundancy and maximum 

relevance feature selection algorithms to select the 

most important feature among all the features of 

the air pollution that is affecting people (Singh et 

al. 2020). 

Our institution is keen on working on 

latest research trends and has extensive knowledge 

and research experience which resulted in quality 

publications (Rinesh et al. 2022; Sundararaman et 

al. 2022; Mohanavel et al. 2022; Ram et al. 2022; 

Dinesh Kumar et al. 2022; Vijayalakshmi et al. 

2022; Sudhan et al. 2022; Kumar et al. 2022; 

Sathish et al. 2022; Mahesh et al. 2022; Yaashikaa 

et al. 2022). Some datasets are aimed at theoretical 

research rather than being processed as per their 

real-life application. Most of the existing standard 

feature processes are for short-term analysis, so 

researchers have created their features. This 

research focuses on improved accuracy in the 

prediction of air pollution during lockdown using 

predictive linear regression compared to logistic 

regression. 

 

2. Materials and Methods 

 

This work is carried out at the Machine 

learning lab in Saveetha School of Engineering, 

Saveetha Institute of Medical and Technical 

Sciences. The study consists of two sample groups, 

Predictive linear regression, and Logistic 

regression. Each group consists of 10 samples with 

a pre-test power of 0.18. The sample was collected 

from the Prediction of air pollution during 

lockdown by keeping the threshold at 0.05, 

GPower at 80%, confidence interval at 95%, and 

enrolment ratios as 1. The pseudocode for 

Predictive Linear regression is shown in table 1 and 

pseudocode for Logistic Regression as shown in 

table 2. The dataset used for classification is taken 

from the Kaggle Database of Indian Air Quality, an 

open-source data respiratory for air pollution 

(“Kaggle: Your Machine Learning and Data 

Science Community”). Table 3 represents the 

https://paperpile.com/c/PaPjNe/iQVr
https://paperpile.com/c/PaPjNe/CMbg
https://paperpile.com/c/PaPjNe/LxAh
https://paperpile.com/c/PaPjNe/B9OA
https://paperpile.com/c/PaPjNe/2Ysd
https://paperpile.com/c/PaPjNe/2Ysd
https://paperpile.com/c/PaPjNe/L5nu
https://paperpile.com/c/PaPjNe/L5nu
https://paperpile.com/c/PaPjNe/ezdy
https://paperpile.com/c/PaPjNe/2wLY
https://paperpile.com/c/PaPjNe/eUWr
https://paperpile.com/c/PaPjNe/eUWr
https://paperpile.com/c/PaPjNe/7IdR
https://paperpile.com/c/PaPjNe/7IdR
https://paperpile.com/c/PaPjNe/99jLD+7ram6+jFP8V+VSNFu+fRkY5+9KLDl+nTK5D+MetuL+gYvYu+zUo1C+fh3MB
https://paperpile.com/c/PaPjNe/99jLD+7ram6+jFP8V+VSNFu+fRkY5+9KLDl+nTK5D+MetuL+gYvYu+zUo1C+fh3MB
https://paperpile.com/c/PaPjNe/99jLD+7ram6+jFP8V+VSNFu+fRkY5+9KLDl+nTK5D+MetuL+gYvYu+zUo1C+fh3MB
https://paperpile.com/c/PaPjNe/99jLD+7ram6+jFP8V+VSNFu+fRkY5+9KLDl+nTK5D+MetuL+gYvYu+zUo1C+fh3MB
https://paperpile.com/c/PaPjNe/99jLD+7ram6+jFP8V+VSNFu+fRkY5+9KLDl+nTK5D+MetuL+gYvYu+zUo1C+fh3MB
https://paperpile.com/c/PaPjNe/99jLD+7ram6+jFP8V+VSNFu+fRkY5+9KLDl+nTK5D+MetuL+gYvYu+zUo1C+fh3MB
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preview of the dataset. It contains details about the 

attribute and its description. 

The dataset contains 9 columns and 245 

rows. In the PM2.5 column, it represents the fine 

particulate matter that is 2.5 micrometers less in 

diameter. The dataset was split into training and 

(“Kaggle: Your Machine Learning and Data 

Science Community”) testing parts accordingly 

using a test size of 0.2. 

The proposed work is designed and 

implemented with the help of Python3 software. 

The platform for assessing deep learning was the 

Windows 10 OS. The hardware configuration was 

an Intel Core i7 processor with a RAM size of 

8GB. The system sort was used for 64-bit. For the 

implementation of the code, the Python language 

was used. As for code execution, the datasets are 

worked behind to perform an output process for 

accuracy. For training of the Predictive linear 

regression, the test size is about 20% of the total 

dataset and the remaining 80% is used for the 

training set. The whole dataset is fitted for training 

the  Predictive linear regression and Logistic 

regression model. 

 

Predictive Linear Regression 

The regression evaluation is regularly 

used for prediction and the goal of this version is to 

assemble a mathematical version that may be 

applied for expecting the based variable primarily 

based totally at the inputs of impartial variables or 

the predictors. LR version has been used to attain 

the big dating in addition to correlation among the 

based variable and the predictors or the impartial 

variable. Predictive linear regression is a 

representative model, even with its simplistic 

representation. Its methods are used for predictive 

analysis and show the relationship between the 

continuous variables. It shows the linear 

relationship between the independent variable (X-

axis) and the dependent variable (Y-axis). The 

generic equation for Predictive linear regression is 

given in equation 1. 

             𝑌 = 𝑎 + 𝑏𝑋 + 𝑒  

                              

 (1) 

Where  

a is the intercept 

b is the slope of line 

 e is the error team.  

This equation can be used to predict the value of a 

target variable based on given predictor variables 

(s) 

 

Logistic Regression 

Logistic Regression is the algorithm 

employed to detect a user-defined sample is 

polluted or not. Logistic regression is the 

appropriate regression model to conduct analysis 

when the dependent variable is dichotomous. For 

example, here, the data set gets classified into two 

classes: polluted or not polluted. Like all regression 

analyses, logistic regression is a predictive 

analysis.  

P/(1-P) = eY  

                                                 
  

Here, log(p/1-p) is the link function, this 

equation 2 is used in logistic regression. 

Logistic regression is used to explain the 

relationship between one or more independent 

variables and one dependent binary variable. The 

logistic function is used to generate log odds of an 

attribute that signifies the probability of the 

attribute. Log odds are an alternate way of 

expressing probabilities, which simplifies the 

process of updating them with new evidence. 

Based on the logistic function, the system 

classifies the training data to be either 0 or 1 and 

verifies its accuracy using the test data. The result 

of the user input is also 0/1 and not the PM2.5 

level. 

 

STATISTICAL ANALYSIS 

For Statistical analysis, the statistical 

package for the social science version 26 software 

tool was used. For accuracy, an independent 

sample T-test was used. The Statistical package for 

social science (SPSS) software tool was also used 

to calculate standard deviation mean errors. The 

significance level of proposed and Existing 

algorithms are displayed. It contains statistical 

values of groups of proposed and existing 

algorithms. The independent variables are 

Particulate Matter (PM), T(Average Temperature), 

TM(Maximum Temperature), and Tm(Minimum 

Temperature), and the dependent variables are 

accuracy and loss, these are  recognized to predict 

air pollution. 

 

3. Results 

 

The proposed  Predictive Linear 

Regression and Logistic Regression were run at 

different times in Anaconda Navigator with a 

sample size of 0.2. These 10 data samples are used 

for each algorithm along with their loss values to 

calculate statistical values that can be used for 

comparison. From the results, it is observed that the 

mean accuracy of the Predictive linear regression 

algorithm was 87% and the Logistic regression 

algorithm was 75%. The mean value for Predictive 

linear regression is better when compared with the 

Logistic regression, with a standard deviation of 

7.81430 and 11.18603 respectively as shown in 

table 6. The mean, standard deviation, and standard 
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error mean for Predictive linear regression are 

87.3730, 7.81, and 2.47 respectively. On the other 

hand, the loss values of Logistic regression for 

mean, standard deviation and standard error mean 

are 75.9910, 11.18, and 3.53 respectively as shown 

in table 7. The group statistics values along with 

mean, standard deviation, and standard error mean 

for the two algorithms are also specified. In the 

graphical representation of the comparative 

analysis, the mean of loss between the two 

algorithms of Predictive linear regression and 

Logistic regression are classified. This indicates 

that Predictive linear regression is significantly 

better with an accuracy of 87% when compared 

with Logistic regression accuracy of 75%. 

Accuracy for Prediction using Predictive Linear 

Regression with sample size 10 is shown in table 4 

and Accuracy for Prediction using Logistic 

Regression with sample size 10 is shown in table 5. 

Fig. 1 denotes the comparison of Predictive linear 

regression and Logistic regression in terms of mean 

accuracy. 

 

4. Discussion 

 

From the result of this study, Predictive 

linear regression is proved to be having better 

accuracy than Logistic regression. Predictive linear 

regression has an accuracy of 98% whereas a 

Logistic regression has an accuracy of 89%. The 

statistical analysis of the two groups shows that 

Predictive linear regression has more accuracy than 

Logistic regression. The standard mean error 

including standard deviation is slightly less than 

Logistic regression. 

On the public tableau, predicted AQI 

values for the next six months are visualised. This 

model has a high level of accuracy. Using 

Predictive linear regression, the predicted AQI has 

a 96% prediction. Future enhancements will 

include expanding the region's scope to include as 

many regions as possible. Currently, this project is 

aimed at predicting the AQI values of various 

Bangalore regions. Furthermore, the scope of this 

project can be expanded to predict AQI for other 

cities by combining data from different cities (Sethi 

and Mittal 2020) . Other algorithms, such as 

artificial neural networks, were able to predict how 

changes in the level of lockdown affected air 

quality in Sao Paulo City based on their research. 

The ANN results showed a Mean Absolute 

Percentage Error (MAPE) of around 30% even 

when using a limited data set of pollutant levels 

combined with meteorological information. 

According to the current study, Predictive Linear 

regression shows that the accuracy value is %. As a 

result, among the algorithms listed above, 

Predictive linear regression is the best (Shehzad, 

Sarfraz, and Shah 2020). Predictions based on the 

pre-lockdown period do not accurately predict the 

bias during the lockdown. As a result, we use 

Predictive Linear regression with Cross-Validation 

over the months for which we want accurate 

predictions. The model parameters are chosen to 

maximise the cross-validated root mean square 

error (RMSE) with a high accuracy range of 95% 

to 99%. The Po Valley's air quality improved in 

spring 2020, as it did in many other areas around 

the world where restrictions on human activities 

were imposed to limit the spread of the COVID-19 

virus. However, air quality improvement appeared 

to be influenced solely by traffic-related pollutants 

for the gaseous pollutants studied in this study 

(NO2, benzene, and NH3). Lockdown rules in 

Northern Italy determined reductions of nitrogen 

oxide and benzene emissions from road traffic in 

the order of 35% of the regional average by using a 

Predictive Linear regression algorithm to prove the 

reduction of NO2, Benzene, and NH3 emissions 

from road traffic (Lonati and Riva 2021). 

The limitations of the proposed work are 

due to inconsistent data and difficulty in getting the 

right datasets for analysis. Future work can be 

concentrated on effective data preprocessing 

techniques and the usage of ensemble machine 

learning algorithms can be focused.  

 

5. Conclusion 

 

Based on the experimental results, the 

Predictive linear regression has been proved to 

predict the air pollution during lockdown compared 

to Logistic regression. The quality of datasets 

formed with air gases and accuracy is improved. 

Finally, the Predictive Linear regression is 

significantly better with an accuracy of 87% when 

compared with Logistic regression accuracy of  

75%. 
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Tables and Figures 

                        

Table 1. Pseudocode for Predictive linear regression 

//I: Input dataset Records 

1. Import the required packages 

2. Convert the Data sets into Numerical values after the extraction feature 

3. Assign the data to X_train, Y_train, and Y_test variables 

4.Using train_test_split() function, pass the training and variables 

5. Give test_size and the random_state as parameters for Splitting the data using the Linear Training 
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model 

6. Compiling the model using metrics as accuracy 

7. Calculate the Accuracy of the model 

OUTPUT: Accuracy 

 

Table 2. Pseudocode for Logistic regression 

//I: Input dataset Records 

1. Import the required packages 

2. Convert the Data sets into Numerical values after the extraction feature 

3. Assign the data to X_train, Y_train, and Y_test variables 

4. Using train_test_split() function pass the training and variables 

5. Give test_size and the random_state as parameters for splitting the data using a Logistic regression 

model 

6. Compiling the model using metrics as accuracy 

7. calculate the accuracy of the model 

OUTPUT: Accuracy 

 

Table 3. Air quality dataset collected from Kaggle Inc 

ATTRIBUTES DESCRIPTION 

PM2.5 

 

It defines fine particulate matter. Particle pollution is the term for a 

mixture of solid particles and liquid droplets found in the air.  

T(Average Temperature) The average temperature of the air is indicated by a properly 

exposed thermometer during a given period, usually a day, month, 

or year. 

TM(Maximum Temperature) The maximum temperature is the highest temperature at a place in 

a given period, and there is no limit. 

Tm(Minimum Temperature) Daily air pollution minima is recorded by the screen thermometer. 

SLP(Atmospheric pressure at sea 

level) 

Unit of measurement equal to air pressure at sea level, about 14.7 

pounds per square inch. 
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VM(Maximum sustained wind 

speed) 

 

It is associated with a common indicator of the intensity of the 

storm in tropical cyclones. 

 

Table 4. Accuracy for prediction using Predictive Linear regression with sample size 10 

Test size Accuracy Loss 

Test 1 98.23 1.77 

Test 2 96.45 3.55 

Test 3 94.37 5.63 

Test 4 92.89 7.11 

Test 5 89.45 10.55 

Test 6 83.76 16.24 

Test 7 82.39 17.61 

Test 8 80.23 19.77 

Test 9 78.32 21.68 

Test 10 77.64 22.36 

 

Table 5. Accuracy for Prediction using Logistic regression with sample size 10. 

Test size Accuracy Loss 

Test 1 92.06 7.94 

Test 2 89.32 10.68 

Test 3 84.31 15.69 

Test 4 82.46 17.54 

Test 5 77.65 22.35 

Test 6 73.52 26.48 

Test 7 71.23 28.77 

Test 8 68.28 31.72 

Test 9 62.86 37.14 

Test 10 58.22 41.78 
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Table 6. Group Static Analysis, Representing Predictive Linear regression(mean accuracy 87.3730, standard 

deviation 7.81430) and Logistic Regression(mean accuracy 75.9910, standard deviation 11.18603)
 

Algorithm N Mean Std.Deviation Std.Error 

Mean 

Accuracy     

Predictive linear                          

                     

regression 

                     

                     Logistic 

regression 

10 

 

 

10 

87.3730 

 

 

75.9910 

7.81430 

 

 

11.18603 

2.47110 

 

 

3.53733 

Error             Predictive linear   

                      regression 

                    Logistic 

regression 

10 

 

10 

12.6270 

 

24.0090 

7.81430 

 

11.18603 

2.47110 

 

3.53733 

 

Table 7. Independent Sample Tests results with a confidence interval at 95% and level of significance as 0.05 

(Predictive Linear regression appears to perform significantly better than Support Vector Machine with the 

value of p=0.032). 
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Fig. 1. Comparison of Predictive Linear regression and Logistic Regression in terms of accuracy. The mean 

accuracy of Predictive Linear regression is greater than Logistic Regression and the standard deviation is also 

slightly higher than Logistic Regression. X-axis: Predictive linear regression vs Logistic Regression. Y-axis: 

Mean accuracy and Error of prediction + 1 SD. 

 


