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Abstract 

 

Aim: To classify drugs based on patients’ health-related data using Novel Adaboost Ensemble Classifier over 

Random Forest classifier.  

Material and Methods: Classification is performed by content-based Novel Adaboost Ensemble Classifier 

(N=10) over random forest classifier (N=10). The sample size is calculated using GPower with pretest power as 

0.9 and alpha 0.05.  

Results: Mean accuracy of content-based AdaBoost (98.47%) is high compared to the Random forest classifier 

(96.45%). The significance value for accuracy and loss is 0.331 (p>0.05).  

Conclusion: The mean accuracy of drug classifying based on patient detail-based AdaBoost is better than the 

random forest classifier. 
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1. Introduction 

 

The appropriate selection of chemical 

characteristics is a necessary preprocessing step for 

the effective use of computational intelligence 

approaches in virtual screening for bioactive 

molecule identification in drug discovery (Maeda 

et al. 2021). The choice of molecular descriptors 

has a significant impact on the precision of affinity 

prediction. In  the investigation of Random Forest 

(RF)-based strategy to automatically choose 

molecular descriptors of training data for age, sex, 

BP, cholesterol, drugs, and other data to improve 

this prediction (Kolárik et al. 2007). Using RF in 

two separate ways: feature ranking and 

dimensionality reduction; and classification using 

the automatically selected feature subset, is the 

main originality of this work in the realm of drug 

development (Ubels et al. 2020). The positive 

findings are obtained in terms of accuracy and 

reduction of computational resources, it is also 

concluded that this technology can be utilized to 

improve drug design and discovery, thus aiding 

biomedical research significantly (Page, Baysari, 

and Westbrook 2017). The application of drug 

classification application form, an index, a 

summary, five or six technical sections, case report 

tabulations of patient data, case report forms, drug 

samples, and labeling, including (Cook, Addicks, 

and Wu 2008). 

In this research work, there have been 278 

articles in Science Direct and 135 in scholars. 

Comparison is done using AdaBoost classifiers 

such as content-based AdaBoost classifier and 

random forest classifier. This focuses on existing 

techniques by developing novel multi-step 

algorithms that build models of drug response 

using random forest (Riddick et al. 2011). Random 

Forest-based approach to improve the selection of 

molecular descriptors in automatic features 

selection improves drug discovering methods 

accuracy (Cano et al. 2017). Furthermore, we have 

tried and confirmed that our strategy not 

exclusively could be applied to anticipate the new 

communications yet in addition could get a good 

outcome on the new dataset (Shi et al. 2019). The 

presented models are fast to generate and may 

serve as easily implemented screening tools for 

personalized oncology medicine, drug repurposing, 

and drug discovery (Lind and Anderson 2019). 

Another strategy to anticipate the medication target 

corporations precisely. Examine the impact of the 

four distinct classifiers on the outcomes. The 

proposed strategy expands the forecast execution 

more than a few techniques. 

Our institution is passionate about high quality 

evidence based  research and has excelled in 

various domains (Vickram et al. 2022; Bharathiraja 

et al. 2022; Kale et al. 2022; Sumathy et al. 2022; 

Thanigaivel et al. 2022; Ram et al. 2022; Jothi et al. 

2022; Anupong et al. 2022; Yaashikaa, Keerthana 

Devi, and Senthil Kumar 2022; Palanisamy et al. 

2022).The drug classification has the drawback of 

having low prediction and accuracy rates. In 

general, these methods are fast to train but quite 

slow to create predictions once they are trained. In 

the above problem, complexity will be decreased 

once a model is developed (Urista et al. 2020). 

Many researchers have discovered various 

prediction models that have low accuracy 

compared to other models. This work aims to 

enhance accuracy for classifying drugs based on 

patient details using the Novel Adaboost Ensemble 

Classifier, thereby improving accuracy and 

prediction and reducing time complexity. 

 

2. Materials and Methods 

 

      This study setting was done in the Data 

Analytics Lab, Department of Information 

Technology, Saveetha School of Engineering, 

Saveetha Institute of Medical and Technical 

Sciences. The sample size for this project is 20 

(Group 1=10, Group 2=10). In the classifying drugs  

system, to modify the problem of low accuracy rate 

content-based Novel Adaboost Ensemble Classifier 

and Random forest classifier is used. The mean 

accuracy of the Novel Adaboost Ensemble 

Classifier is 98.47% and the mean accuracy of the 

Random Forest classifier is 96.45%.  Dataset for 

this article is collected from 

(https://www.kaggle.com/ibrahimbahbah /drug200) 

website with 6 attributes and 201 rows. The 

Independent variables are blood pressure, age, sex 

and cholesterol. Dependent variables are precision 

and accuracy. 

 

Adaboost Ensemble Classifier 

A Novel Adaboost Ensemble classifier 

could be a meta-estimator that begins by fitting a 

classifier on the first dataset and so fits extra copies 

of the classifier on a similar dataset however 

wherever the weights of incorrectly classified 

instances area unit adjusted such ensuant classifiers 

focus additional on troublesome cases. AdaBoost is 

straightforward to implement. It iteratively corrects 

the mistakes of the weak classifier and improves 

accuracy by combining weak learners. AdaBoost is 

not liable for overfitting. The Pseudocode for the 

AdaBoost classifier is described in Table 1. 

 

H(x) = sign(∑T
t=1 αtht(x))        (1) 

 

https://paperpile.com/c/ZPaMdA/9whd
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https://paperpile.com/c/ZPaMdA/q9yf
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Random Forest 

Breiman proposed the Random Forest 

(RF) method in 2001 as a new machine learning 

method (Breiman 2017). It creates a decision tree-

based Bagging integration and adds random 

attribute selection to the decision tree training 

process. RF has excellent classification abilities as 

a classifier. The RF approach has been widely used 

in recent years to solve a variety of issues, 

including classification, prediction, determining the 

importance of variables, dimensionality reduction, 

and abnormal point detection. When selecting an 

attribute, a typical decision tree chooses the best 

option from the set of options available to the 

current node. In RF, a subset of attributes is 

randomly selected from the node's attribute set for 

each node in the base decision tree, and then an 

optimal attribute is determined for the division 

from this subset. The Pseudocode for a Random 

Forest classifier is described in Table 2. 

 

   RFfii = 
Σ j normfiij

Σ jϵall features,kϵall treesnormfijk
       (2)   

Statistical Analysis 

 

 The minimum requirement to run the 

software used here is intel core I3 dual core 

cpu@3.2 GHz, 12GB RAM, 64 bit OS, 1TB Hard 

disk Space Personal Computer and Software 

specification includes Windows 8, 10, 11, Python 

3.8, and MS-Office. Statistical Package for the 

Social Sciences Version 26 software tool was used 

for statistical analysis. An independent sample T-

test was conducted for accuracy. Standard 

deviation, standard mean errors were also 

calculated using the SPSS Software tool. The 

significance values of proposed and existing 

algorithms contain group statistical values of 

proposed and existing algorithms.  

 

3. Results 

 

 In statistical tools, the total sample size 

used is 20. This data is used for the analysis of the 

Novel Adaboost Ensemble Classifier and Random 

Forest Classifier. Statistical data analysis is done 

for both the prescribed algorithms namely Novel 

Adaboost Ensemble Classifier and Random Forest 

Classifier. The group and accuracy values are being 

calculated for given AdaBoost systems. These 20 

data samples used for each algorithm along with 

their loss are also used to calculate statistical values 

that can be used for comparison. Table 3, shows 

that group, accuracy, and loss values for two 

algorithms content-based Novel Adaboost 

Ensemble Classifier and Random Forest Classifier 

are denoted. The Group statistics table shows the 

number of samples that are collected. Mean and the 

standard deviation is obtained and accuracies are 

calculated and entered.  

 

Table 4, shows group statistics values 

along with mean, standard deviation and standard 

error mean for the two algorithms are also 

specified. Independent sample T-test is applied for 

data set fixing confidence interval as 95%. Table 5, 

shows independent t sample tests for algorithms. 

The comparative accuracy analysis, mean of loss 

between the two algorithms are specified. Figure 1 

shows a comparison of the mean accuracy and 

mean loss between content Novel Adaboost 

Ensemble Classifier and Random Forest Classifier.  

 

4. Discussions 

 

 The accuracy of random forest classifiers 

is 96.45% whereas content-based Novel Adaboost 

Ensemble Classifiers have higher accuracy of 

98.47% with p = 0.331 because, a large number of 

datasets with fewer parameters. which shows that 

content-based Novel Adaboost Ensemble 

Classifiers are better than random forest classifiers. 

Mean values for content-based Novel Adaboost 

Ensemble Classifiers are 98.47 respectively. 

Similarly for random forest classifier mean values 

are 96.45 respectively.  

 

The similar research increases prediction 

for recommendation systems to find drugs based on 

patient details with their data. With a hybrid 

database, the chances for correct prediction is also 

greatly increased (Liu et al. 2015). This model has 

a slow processing rate with better accuracy (Ng and 

Linn 2017). The slow processing rate is due to the 

usage of a large database but in the case of a 

smaller database, both the processing and accuracy 

are faster and better. The opposite problem's 

complexity will be reduced once a model is built 

(Sumner et al. 2004). Despite the fact that many 

researchers have discovered various prediction 

models, many of them are unable to accurately 

predict better drugs for patients (Eitrich et al. 

2007). Many applications can be developed to 

predict accurately for sensitivity from various 

platforms.  

 

The limitations of a significant amount of 

computing power as well as resources because it 

constructs several trees and combines their 

outcomes. It also takes a long time to train because 

it uses several decision trees to select the class. It 

also lacks interpretability due to the ensemble of 

decision trees and fails to evaluate the significance 

of each variable. The most common reasons for 

patient non-compliance to medications are 

intentional and include: high drug costs, fear of 

https://paperpile.com/c/ZPaMdA/BVf6
https://paperpile.com/c/ZPaMdA/viJC
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adverse events, being prescribed multiple 

medications, and experiencing either instant relief 

or medication ineffectiveness leading to self-

discontinuation of medications. 

 

5. Conclusion 

 

From this study of college 

recommendation systems, the mean accuracy of 

random forest classifier is 96.45% whereas content-

based Novel Adaboost Ensemble Classifier has a 

higher mean accuracy of 98.47%. Hence it is 

inferred that content-based Novel Adaboost 

Ensemble Classifiers appear to be better in 

accuracy when compared to random forest 

classifiers. 
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TABLES AND FIGURES 

 

Table 1.  Pseudocode for Adaboost Ensemble Classifier 

//I: Input dataset records 

1. Import the required packages. 

2. Convert the Data Sets into numerical values after the extraction feature. 

3. Assign the data to X_train, Y_train, X_test, and Y_test variables. 
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4. Using the train_test_split() function, pass the training and testing variables. 

5. Give test_size and the random_state as parameters for splitting the data using GBEC training. 

6. Calculate the accuracy of the model. 

OUTPUT: Accuracy 

 

Table 2.  Pseudocode for Random forest classifier 

INPUT: dataset records 

1. Read and test data for enhancement for Classifying Drugs images 

2. Extract Classifying Drugs attributes for enhancement 

3. Extract attributes to enhance Classifying Drugs data 

4. Input Classifying Drugs Based On Patient Detail 

5. Apply Random forest classifier 

6. Learn user preferences 

7. Return accuracy 

OUTPUT:  Enhanced Accuracy in Classifying Drugs Based On Patient Detail 

 

Table 3. Group, Accuracy and Loss value for classifying drugs based on patient detail 

SI.NO Name Type Width Decimal Columns Measure   Role 

1 Group Numeric 8 0 31 Nominal Input 

2 Accuracy Numeric 8 4 31 Scale Input 

3 Loss Numeric 8 2 31 Scale Input 
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Table 4. Group Statistical analysis for Novel Adaboost Ensemble Classifier and Random forest classifier Mean, 

Standard deviation and Standard error mean are determined 

  Group N Mean Std Deviation Std Error Mean 

Accuracy Novel Adaboost 

Ensemble Classifier 

10 98.1490 1.06584 

  

0.33705 

  Random forest 

Classifier 

10 94.5760 1.32623 0.41939 

Loss Novel Adaboost 

Ensemble Classifier 

10 1.8510 1.06584 0.33705 

  Random forest 

Classifier 

10 5.4240 1.32623 0.41939 

 

Table 5. Independent sample T-test is performed on two groups for significance and standard error 

determination. P-value is greater than 0.05 (0.331) and it's considered to be statistically insignificant with 95% 

confidence interval 

 Levene's 
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Variance 

                                 T-Test for Equality of Means 
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Fig. 1. Comparison of Novel Adaboost Ensemble Classifier and Random forest classifier in terms of mean 

accuracy. The mean accuracy of the Novel Adaboost Ensemble Classifier is better than the random forest 

classifier. The standard deviation of the Novel Adaboost Ensemble Classifier is slightly better than the random 

forest classifier. X-Axis: Novel Adaboost Ensemble Classifier vs Random forest classifier. Y-Axis: Mean 

accuracy of detection ± 1 SD. 

 

 

 


