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Abstract 

 

Aim:  The objective of the work is to detect and determine tweets that indicate suicide ideation using SMO over 

Naive Bayes. To achieve accuracy, a novel SMOClassifier function was used. Materials and Methods: 

Accuracy and Loss are performed with SUICIDAL_DATA dataset from the Github library. The total sample 

size is 242. The two groups considered were Sequential Minimal Optimization and Naive Bayes. Result: The 

accuracy of SMO is 93.5% and loss is 6.5%, which appears to be better than Naive Bayes whose accuracy is 

81.7% and loss is 18.3%. Finally, SMO appears significantly better than the Naive Bayes algorithm. The two 

algorithms,  Sequential Minimal Optimization (SMO) and Naive Bayes (NB) with independent sample T-Test 

value achieved is p=0.662 (p>0.05), statistically insignificant.. Conclusion: Detecting suicidal tweets 

significantly seems to be better in Sequential Minimal Optimization (SMO) than Naive Bayes (NB). 

 

Keywords: Machine Learning, Suicide Ideation, Sequential Minimal Optimization, Naive Bayes, Novel 

SMOClassifier, Twitter, Social Media. 
 

1Research Scholar, Department of Computer Science Engineering, Saveetha School of  Engineering,                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                         

Saveetha Institute of Medical and Technical Sciences, Saveetha University, Chennai, Tamil Nadu, India. 

Pincode: 602105.  
2*Department of Computer Science Engineering, Saveetha School of Engineering, Saveetha Institute of Medical 

and Technical Sciences, Saveetha University, Chennai, Tamil Nadu, India. Pincode: 602105. 

 

 Email: 1venkatesana18@saveetha.com 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Section A-Research paper 

Analyzing the Accuracy Rate for Suicidal Tweet Detection  

using Sequential Minimal Optimization  over Naive Bayes  

     

                                         

 

 

Eur. Chem. Bull. 2023, 12 (S1), 3311– 3321                                                                                                     3312  

1. Introduction  

 

In this modern age, about half of the world's 

population dwells on the internet. People are 

engaged very much in a virtual world such as social 

media like Twitter. This platform is used 

extensively to share their feelings, sentiments and 

even cryptic messages (Astoveza et al. 2018). The 

importance of this report is that it investigates 

online social content for early detection of suicidal 

ideation. With the growing issue of suicide Ideation 

at hand and as social media sites grow in 

popularity, this platform is increasingly being 

recognized for identifying those at a danger of 

suicide (Fodeh et al. 2019). The applications such 

as Suicidal Tweet Detection machine learning 

model helps in identifying and providing 

professional mental health care to those in need. 

This system can be used by Non-governmental 

organizations (NGOs) or psychologists to monitor 

suicidal persons that have a past history of suicide 

attempts (Luxton 2015). Another application of the 

suicidal tweet detection model is that it can be used 

for the study and research of suicidal behaviour in 

people (Biernesser et al. 2021). 

 

Suicidal tweets detection is carried out by 

researchers and there are 8 related research articles 

on it in IEEE digital Xplore and 8 articles are 

published in Research Gate. Social networking 

sites have gained the attention of the research 

community that tries to understand, among other, 

their structure and user interconnection, as well as 

interactions among users. People tend to express 

their feelings and tell about their daily life activities 

through Twitter (Li et al. 2012). 86% of users of 

social media are young users in the age group 18-

29. These young people are more prone to express 

their emotions on social media (Himelboim 2017). 

It has been evident in many suicide ideation cases 

that the suicide victims leave behind messages on 

social media (Côté et al. 2021). They have 

expressed their feelings of hopelessness, talking 

about their intentions, or having no reasons to live 

on Twitter before ending their life (Fahey, 

Matsubayashi, and Ueda 2018). Previous studies 

have shown that the use of certain language 

patterns on Twitter and their frequencies in 

subjects' tweets are indicative of personal traits 

such as loneliness. But most of the time, their posts 

are not taken seriously or are unattended and lead 

to death (Safa, Bayat, and Moghtader 2021). With 

the high rate of people dying from suicide, the 

speed of information disseminated through Twitter 

should be an advantage to make good use of it to 

detect the signs of suicide in a faster way (Brownlie 

et al. 2021). 

 

Our institution is keen on working on latest 

research trends and has extensive knowledge and 

research experience which resulted in quality 

publications (Rinesh et al. 2022; Sundararaman et 

al. 2022; Mohanavel et al. 2022; Ram et al. 2022; 

Dinesh Kumar et al. 2022; Vijayalakshmi et al. 

2022; Sudhan et al. 2022; Kumar et al. 2022; 

Sathish et al. 2022; Mahesh et al. 2022; Yaashikaa 

et al. 2022). The research gap identified is that the 

Naive Bayes algorithm has less accuracy. Detection 

of suicidal tweets is shown at a low percentage of 

accuracy while analysing using Naive Bayes 

algorithm. The classification of suicidal tweets is a 

challenging task since the amount of tweets keep 

growing everyday with more people entering the 

world of Twitter due to its booming popularization. 

It is also a very taxing task to understand and 

decode the slang/accent used in the tweets. The 

model is aimed at being capable of predicting 

individuals at risk as well as the odds of risk of 

suicidal thoughts within a given time frame. The 

approach involves training ML techniques to 

measure existing patterns in tweets that are 

predictive of suicide risk but do not yet explicitly 

express suicidal thoughts (Belfort, Mezzacappa, 

and Ginnis 2012). The aim of research work is to 

improve accuracy of  detecting suicidal tweets, and 

to reduce loss of data while training and testing 

dataset. The novel SMOClassifier is used to 

achieve accuracy. 

 

2. Materials and Methods 

 

The study setting of the proposed work is done at 

the Data Analytics lab at Saveetha School of 

Engineering. Two groups were identified for the 

study setting: group one SMO algorithm and group 

two NB algorithm. The sample size is taken as 10 

for each group. The computation is performed 

using G-power as 80% with a confidence interval 

at 95% and alpha value is 0.05 and beta value is 0.2 

(Fodeh et al. 2019).        

 

The dataset named ‘SUICIDAL_DATA’ is 

downloaded from the public domain Github library. 

In            our experiments here we used the 

suicidal_data.csv dataset. Detailed description of 

the features/attributes in the dataset can be found 

below in Table 1. The dataset consists of 242 

instances and contains tweets and labels. The 

dataset was splitted into two parts namely the 

training part and testing part. 70% of the data was 

used for training and the remaining 30% was used 

for testing. The algorithm was implemented by 

evaluating the train and test datasets. For                

exhibiting this research work, a Jupyter notebook is 

used along with a laptop with Intel i3 processor, 

4GB RAM, 64 bit Microsoft Windows 11 Pro 

Operating system and other required specifications. 

https://paperpile.com/c/RHh3f4/vFAls
https://paperpile.com/c/RHh3f4/W6HN0
https://paperpile.com/c/RHh3f4/n4YaX
https://paperpile.com/c/RHh3f4/a0eVj
https://paperpile.com/c/RHh3f4/F46QO
https://paperpile.com/c/RHh3f4/Ee9Mu
https://paperpile.com/c/RHh3f4/cVJ2Z
https://paperpile.com/c/RHh3f4/3OQJW
https://paperpile.com/c/RHh3f4/3OQJW
https://paperpile.com/c/RHh3f4/uKarX
https://paperpile.com/c/RHh3f4/IVqyi
https://paperpile.com/c/RHh3f4/IVqyi
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https://paperpile.com/c/RHh3f4/1F3N+2xf4+5WmZ+vgc8+LXr7+2XmF+LLhA+rXAn+NqtW+3Y75+Wh3P
https://paperpile.com/c/RHh3f4/1F3N+2xf4+5WmZ+vgc8+LXr7+2XmF+LLhA+rXAn+NqtW+3Y75+Wh3P
https://paperpile.com/c/RHh3f4/1F3N+2xf4+5WmZ+vgc8+LXr7+2XmF+LLhA+rXAn+NqtW+3Y75+Wh3P
https://paperpile.com/c/RHh3f4/1F3N+2xf4+5WmZ+vgc8+LXr7+2XmF+LLhA+rXAn+NqtW+3Y75+Wh3P
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Sequential Minimal Optimization (SMO) 

Algorithm 

The sequential minimal optimization algorithm 

(SMO) has been shown to be an effective method 

for training support vector machines (SVMs) on 

classification tasks defined on sparse data sets. 

SMO differs from most SVM algorithms in that it 

does not require a quadratic programming solver. 

Instead of previous SVM learning algorithms that 

use numerical quadratic programming (QP) as an 

inner loop, SMO uses an analytic QP step 

(Pentrakan, Yang, and Wong 2021). The amount of 

memory required for SMO is linear in the training 

set size, which allows SMO to handle very large 

training sets. Because matrix computation is 

avoided, SMO scales somewhere between linear 

and quadratic in the training set size for various test 

problems, while the standard chunking SVM 

algorithm scales somewhere between linear and 

cubic in the training set size. SMO’s computation 

time is dominated by SVM evaluation, hence SMO 

is fastest for linear SVMs and sparse data sets. On 

realworld sparse data sets, SMO can be more than 

1000 times faster than the chunking algorithm 

(Andina and Pham 2007). Table 2 illustrates the 

pseudocode for the SMO algorithm. Table 4 

represents accuracy of Suicidal Tweets Detection 

using SMO algorithm. 

 

Naive Bayes (NB) Algorithm 

The Naïve Bayes algorithm is a supervised learning 

algorithm, which is based on Bayes theorem and 

used for solving classification problems. It is a 

probabilistic classifier, which means it predicts on 

the basis of the probability of an object (Zhu et al. 

2020). Some popular examples of Naïve Bayes 

Algorithm are spam filtration, Sentimental analysis, 

and classifying articles. It is called Naïve because it 

assumes that the occurrence of a certain feature is 

independent of the occurrence of other features 

(Bayram, Minai, and Pestian 2018). The formula 

for Bayes' theorem is given by Equation 1. 

                                          

             P(A|B)=P(B|A).P(A)/P(B)  

 (1) 

Where, equation (1) 

P(A|B) is Posterior probability: 

Probability of hypothesis A on the 

observed event B.            P(B|A) is 

Likelihood probability: Probability of the 

evidence given that the probability of a 

hypothesis is true.                                                                                                                         

P(A) is Prior Probability: Probability of 

hypothesis before observing the evidence.                 

P(B) is Marginal Probability: Probability 

of Evidence. 

Table 3 illustrates the pseudocode for Naive Bayes 

algorithm. Table 5 represents accuracy of Suicidal 

Tweets Detection using Naive Bayes algorithm. 

 

Statistical Analysis  

For statistical implementation, the software used 

here is IBM SPSS V22.0. Statistical Package for 

Social Sciences (SPSS) is used for calculating the 

statistical calculations such as mean, standard 

deviation, and also to plot the graphs etc. The 

independent variables are the tweet and its label. 

The dependent variable is ‘accuracy’. The dataset 

is prepared using 10 as sample size for each group 

and accuracy is given as the testing variable.   

 

3. Results 

 

The experimental results are carried out on the 

Novel SMOClassifier  and Naive Bayes algorithm 

where the performance is measured based on 

accuracy. The accuracy of the Sequential Minimal 

Optimization Algorithm is 93.5% and the Naive 

Bayes algorithm is 81.7%.  

 

Table 7 represents the independent sample test that 

has been performed on the novel Sequential 

Minimal Optimization model and Naive Bayes 

algorithm for calculating the equal variance 

assumed and equal variance not assumed and it 

also shows mean difference, standard error 

differences with a confidence level of 95%. 

Independent Samples T-test shows significance 

value achieved is p=0.662 (p>0.05), which shows 

that two groups are  statistically insignificant. 

 

Figure 1 shows the simple bar graph of accuracy by 

a group of the novel Sequential Minimal 

Optimization model and Naive Bayes algorithm. It 

is observed that a novel  Sequential Minimal 

Optimization model algorithm has a higher 

significance when compared to the Naive Bayes 

algorithm. The error bars are shown in the graph 

and error rate is less for Sequential Minimal 

Optimization algorithm compared to Naive Bayes. 

 

For Sequential Minimal Optimization (SMO) and 

Naive Bayes (NB), compared the two algorithms 

with their accuracy rate. For both proposed and 

existing algorithms 10 iterations were taken for 

each iteration the predicted accuracy was noted for 

analyzing accuracy. The results of statistical 

packages of social sciences (IBM-SPSS v22) are 

used for data analysis. With values obtained from 

the iterations, an Independent Sample T-Test was 

performed. Group statistics values and Independent 

Sample T-test Result of proposed and existing 

algorithms are shown in Table 6 & Table 7 where 

t-test equality is calculated. Confidence interval of 

the difference as lower and upper values range. 

 

The bar graph is plotted by selected mean accuracy 

on Y-axis and the Group on X-axis. From the 

https://paperpile.com/c/RHh3f4/Vx9p7
https://paperpile.com/c/RHh3f4/ZKShq
https://paperpile.com/c/RHh3f4/mBywB
https://paperpile.com/c/RHh3f4/mBywB
https://paperpile.com/c/RHh3f4/2k5FN
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graph, it is clear that SMO has significantly higher 

accuracy than NB as shown in Fig. 1. The error 

bars are shown in the graph and the error rate is 

less for SMO compared to NB.  

 

4. Discussions 

 

In this study, the Sequential Minimal Optimization 

algorithm has better suicidal tweets detection 

accuracy than Naive Bayes algorithm (p=0.000, 

Independent sample t-test). The accuracy is 

improved and loss is reduced for Sequential 

Minimal Optimization (Accuracy = 93.5%, Loss = 

6.5%) than Naive Bayes (accuracy = 81.7%, Loss = 

18.3%). 

 

Various machine learning algorithms are used to 

detect suicidal tweets. Classification model was 

proposed to solve the difficulties encountered in 

detection of tweets expressing suicide ideation 

using Sequential Minimal Optimization and Naive 

Bayes (Walsh, Ribeiro, and Franklin 2017); (Kaski 

and Östergård 2006). SMO has a higher accuracy 

of 93.5% obtained for classification models in 

order to classify the tweet (De Choudhury et al. 

2016); (Bach, Lanckriet, and Jordan 2004). Our 

machine learning algorithm achieved balance 

between precision and recall values due to the 

application of feature selection techniques for 

extracting relevant features (Luo et al. 2020). 

 

The limitation in this study is that the amount of 

tweets keeps growing everyday with more people 

entering the world of twitter due to its booming 

popularization. Hence it is difficult to keep up with 

the huge volume of data. It is also a very 

challenging task to understand and decode the 

slang/accent used in the tweets since it is a global 

platform used by people from all around the world. 

                            

5. Conclusion               

 

In this research work, the results indicate that our 

proposed Sequential Minimal Optimization (SMO) 

based model with novel SMOClassifier function 

can be used to detect tweets indicating suicide 

ideation with improved accuracy of 93.5% and 

Naive Bayes whose accuracy is 81.7%  
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Tables And Figures 

 

    Table 1. Sample Dataset Containing Tweet and Label 

S.No Tweet Label 

1 

my life is meaningless i just want to end my life so badly my life is 

completely empty and i don't want to have to create meaning in it 

creating meaning is pain how long will i hold back the urge to run my 

car head first into the next person coming the opposite way when will i 

stop feeling jealous of tragic characters like gomer pile for the swift end 

they were able to bring to their lives 

 

1 

2 

muttering i wanna die to myself daily for a few months now i feel 

worthless shes my soulmate i can't live in this horrible world without her 

i am so lonely i wish i could just turn off the part of my brain that feels 

 

1 

3 
work slave i really feel like my only purpose in life is to make a higher 

man money parents forcing me through college and i have too much on 
1 
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my plate i owe a lot of money i know this is the easy way out but i am 

really tired all of these issues are on top of dealing with tensions in 

america as well i want to rest 

 

4 

i did something on the 2 of october i overdosed i just felt so alone and 

horrible i was in hospital for two days now when i walk down the 

hallways of my school they always look at me weird and say i should 

take more pills and i hate it i have no one i have this voice in my head 

now and it won't go away and i can't be myself anymore thanks for 

reading 

 

1 

5 
i feel like no one cares i just want to die maybe then i ' d feel less lonely 

 
1 

6 

i am great and wonderful i am worth it except not enough to be anyone's 

first choice everyone tells me how wonderful i am but not enough to be 

loved like i love others i put aside everything for people but i am too 

crazy to hold a job too nothing to be really loved i am not entitled and i 

don't even have the right to die on my own terms and i am an asshole for 

being angry about it for being upset that i am there when other people 

treat me like shit and cant be bothered when i'm hurt 

 

1 

7 

i ll be dead just you wait and see my last words before my death for 

whoever is interested i am sorry but you're better off without me you'll 

learn to live without me it won't be difficult now i shall die 

 

1 

8 

health anxiety prompting some bad thoughts in my head i have been 

struggling for 2 months now with some health issues as a 26 year old 

male my pessimistic nature just makes me think about the worst my 

hands and feet are currently tingling and burning i just keep picturing 

myself on a wheelchair being a burden to my family girlfriend and so on 

suicide thoughts come to my mind as i prefer to put a sudden end to 

everything instead of deteriorating myself day after day losing motor and 

cognitive functions life is already hard as it is and now my health is 

failing for the first time 

 

1 

9 

everything is okay but nothing feels okay i ve always been a bit unhappy 

as a kid too i think although i can t remember much of my childhood i 

dont want to kill myself but sometimes that thought just comes creeping 

and it scares me a little a few weeks ago a problem came up it was a 

financial problem quite fixable but i just couldn t handle it i tied myself a 

noose and everything i was gonna do it i was all alone in the house with 

my dog so there was really no one that would be able to stop me i didnt 

do anything but i felt like i could have done it completely on impulse 

over a fixable problem leaving behind everything i love and my hopeful 

future i feel it now too creeping up on me everything should be fine but i 

cant help the feeling that i should just do it like everything would be 

easier for everyone if they would just realize how little they need me 

 

1 

10 

ptsd and alcohol i had some extremely horrible violent stuff happen to 

me a few years ago i was 21 nowi am26 i forgot about repressed it or 

whatever for several years something unrelated one day made me 

1 
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remember everything it all came flooding back into my mind and it was 

like i was reliving it all and felt like i was having a never ending panic 

attack for about 4 days this buried trauma explained a lot about why my 

alcohol pornography cigarette usages were all insanely high to the point 

they fucked up my life and relationships with people close to me in 

signifigant waysi amafraid to talk about what happened to anyone even 

people i trust like my family or a potential therapist due to extreme 

irrational paranoia about the people involved finding out and hurting me 

again and sometimesi amjust completely consumed by negative horrible 

thoughts and cant escape them i tried getting a sliding scale therapist a 

couple years ago and even t and gave up on the idea of therapy i dont 

know what to do i dont want to give up 

 

     

Table 2.  Pseudocode for Sequential Minimal Optimization Algorithm 

// I : Input dataset records 

1. Import the required packages. 

2. Convert the string values in the dataset to numerical values. 

3. Assign the data to X_train, y_train, X_test and y_test variables. 

4. Using train_test_split() function, pass the training and testing variables and give test_size and the  

random_state as parameters. 

5. Import the SMOClassifier from sklearn library. 

6. Using SMOClassifier, predict the output of the testing data. 

7. Calculate the accuracy. 

OUTPUT 

//Accuracy 

 

Table 3.  Pseudocode for Naive Bayes Algorithm 

// I : Input dataset records 

1. Import the required packages. 

2. Convert the string values in the dataset to numerical values. 

3. Assign the data to X_train, y_train, X_test and y_test variables. 

4. Using train_test_split() function, pass the training and testing variables and give test_size and the  

random_state as parameters. 

5. Import the NBClassifier from sklearn library. 

6. Using NBClassifier, predict the output of the testing data. 

7. Calculate the accuracy. 

OUTPUT 

//Accuracy 
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Table 4. Accuracy of Suicidal Tweet Detection using Sequential Minimal Optimization Algorithm (Accuracy = 

93.5) 

Test Accuracy Loss 

Test 1 93.5 6.5 

Test 2 92.3 7.7 

Test 3 91.6 8.4 

Test 4 90.9 9.1 

Test 5 89.1 10.9 

Test 6 88.4 11.6 

Test 7 87.7 12.3 

Test 8 86.5 13.5 

Test 9 85.8 14.2 

Test 10 84.2 15.8 

 

Table 5. Accuracy of Suicidal Tweet Detection using Naive Bayes Algorithm (Accuracy = 81.7) 

        Test Accuracy Loss 

        Test 1 81.7 18.3 

        Test 2 80.8 19.2 

        Test 3 79.4 20.6 

        Test 4 77.5 22.5 

        Test 5 76.3 23.7 

        Test 6 75.8 24.2 

        Test 7 74.1 25.9 

        Test 8 73.6 26.4 

        Test 9 72.2 27.8 

        Test 10 71.9 28.1 

 

Table 6. Group Statistics Results represented for Accuracy and Loss for Sequential Minimal Optimization and 

Naive Bayes algorithm 

Algorithm N Mean Std. Deviation Std.Error Mean 
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Accuracy      SMO 

NB 

10 

10 

89.0000 

76.3300 

3.03864 

3.48012 

0.96090 

1.10051 

Loss           SMO 

NB 

10 

10 

11.0000 

23.6700 

3.03864 

3.48012 

0.96090 

1.10051 

 

Table 7. Independent Samples T-test shows significance value achieved is p=0.662 (p>0.05), which shows that 

two groups are  statistically insignificant. 

 

Levene’s 

test for 

equality of 

variances 

 

t-Test for Equality of Means 
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df 

 

Sig. 

2-

tailed 

Mean 

Difference 
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Loss 
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Fig. 1. Comparison of Sequential Minimal Optimization algorithm and Naive Bayes Algorithm in terms of mean 

accuracy. Mean accuracy of Sequential Minimal Optimization is better than Naive Bayes and standard deviation 

of Sequential Minimal Optimization is slightly better than Naive Bayes. X Axis: Sequential Minimal 

Optimization vs Naive Bayes. Y Axis : Mean Accuracy of detection = +/- 1 SD with Confidence Interval of 

95%. 

 

 


