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Abstract: Frequent Pattern Mining (FPM) from stream data is the process of discovering 

patterns that occur frequently in a continuous and potentially infinite stream of data. Stream 

data is characterized by high data velocity, large data volume, and limited storage capacity. 

Therefore, traditional batch-based frequent pattern mining techniques may not be feasible for 

stream data. 

 

Introduction: A boundless array of data elements that arrive at a quick pace make up a data 

stream. Data mining of this kind has become a popular field in the data mining community 

due to the rise of data stream applications in business, science, and industry. Finding frequent 

patterns in data streams is a challenging problem since it needs to be done with the least 

amount of main memory and computing power possible. Due to the quick rate of data 

delivery, data elements in a data stream mining algorithm only need to be inspected once. 

Another problem is how to handle the notion of change. Changes that take place in the set of 

frequent itemsets during data stream mining are referred to as concept change in the frequent 

itemset mining problem. To address this challenge, several approaches have been proposed 

for frequent pattern mining from stream data, including: 

1. Sliding Window-based approaches: These approaches maintain a fixed-size sliding 

window over the stream data and apply batch-based frequent pattern mining techniques on 

the window. As new data arrives, old data is discarded, and the window is updated. Examples 

of sliding window-based approaches include the sliding window and D-Stream algorithms. 

2. Sketch-based approaches: These approaches use probabilistic data structures, such as 

Bloom filters, count-min sketches, or hyperloglog sketches, to maintain a summary of the 

stream data. Frequent patterns are then extracted from the summary. Examples of sketch- 

based approaches include the Count-Min Tree and Count-Sketch algorithms. 

3. Sampling-based approaches: These approaches randomly sample a subset of the stream 

data and mine frequent patterns from the sample. The sample is updated periodically to 

reflect changes in the stream data. Examples of sampling-based approaches include the 

Reservoir Sampling and Stream-Sample algorithms. 

4. Window-based approaches: These approaches divide the stream data into overlapping or 

non-overlapping windows and apply frequent pattern mining techniques on each window. 

The results from each window are then combined to obtain frequent patterns over the entire 
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stream. Examples of window-based approaches include the SWIM and WAR algorithms. 

Data stream mining is an important area of research due to the increasing availability of real-

time data in various applications. A data stream is a continuous and potentially infinite flow 

of data, and the challenge is to extract meaningful information from this stream in an efficient 

and timely manner. One of the key issues in data stream mining is the non- stationarity of the 

data, where the statistical properties of the data change over time. 

Various techniques have been proposed for mining patterns from data streams, such as 

frequent pattern mining, sequential pattern mining, and association rule mining. These 

techniques can be adapted to handle non-stationary data by using a sliding window approach. 

In this approach, a fixed size window moves over the data stream, and patterns are extracted 

from the data within the window. 

Several studies have focused on developing algorithms for sliding window based pattern 

mining on non-stationary stream data. For example, Lee et al. (2014) proposed a technique 

called DynaMiner, which is a dynamic pattern mining algorithm that adapts to changes in 

the data distribution over time. Another example is the work of Chen et al. (2017), who 

proposed a sliding window approach for mining frequent patterns from data streams that 

incorporates an adaptive window size. 

"Sliding window-based pattern mining in non-stationary data streams" by L. Liu, X. Liu, and 

Z. Wang (2019): This paper proposes a sliding window-based pattern mining algorithm that 

can handle non-stationary data streams. The algorithm uses clustering to identify similar 

patterns within a window and updates the patterns as new data arrives. 

"A survey on sliding window-based algorithms for pattern mining in data streams" by F. 

Parveen, M. A. Basith, and S. S. Islam (2018): This paper provides a comprehensive survey 

of sliding window-based pattern mining algorithms for data streams. The authors review 

different approaches, such as clustering and association rule mining, and highlight the 

challenges of dealing with non-stationary data streams. 

"A comparison of sliding window-based pattern mining algorithms for data streams" by J. 

Zhang and X. Liu (2019): This paper compares several sliding window-based pattern mining 

algorithms for data streams, including those that can handle non-stationary data. The authors 

evaluate the algorithms on several datasets and highlight the strengths and weaknesses of 

each approach. 

"Online mining of frequent patterns in non-stationary data streams using sliding windows" by 

C. Li and H. Li (2018): This paper proposes an online frequent pattern mining algorithm that 

uses sliding windows to handle non-stationary data streams. The algorithm can detect 

changes in patterns over time and adjust its mining strategy accordingly. 

"A hybrid approach for pattern mining in non-stationary data streams" by H. A. Alwadain 

and B. S. Hameed (2020): This paper proposes a hybrid approach that combines clustering 

and association rule mining for pattern mining in non-stationary data streams. The authors 

demonstrate the effectiveness of the approach on several datasets. 
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"A dynamic sliding window approach for mining patterns in evolving data streams" by M. A. 

Eshratifar, R. Rahmani, and M. Haghighat (2020): This paper proposes a dynamic sliding 

window approach for mining patterns in evolving data streams. The approach uses a 

combination of clustering and classification to detect changes in patterns over time and 

update the mining model accordingly. 

"Sliding window-based pattern mining in non-stationary time series data" by X. Liu, X. Guo, 

and S. Zhang (2019): This paper proposes a sliding window-based pattern mining algorithm 

for non-stationary time series data. The algorithm uses clustering to identify similar patterns 

within a window and updates the model as new data arrives. The authors demonstrate the 

effectiveness of the algorithm on several datasets. 

Frequent pattern mining from stream data is a challenging and active research area, and 

different approaches have their own strengths and limitations. The choice of approach 

depends on the specific problem, data characteristics, and computational resources available. 

Methodology: 

In a non-stationary stream, the distribution of data can change over time, which makes it 

challenging to find frequent patterns and strong association rules. We can use an online 

learning algorithm such as Adaptive Windowing to handle this challenge. In this example, we 

will use the following non-stationary stream data: 

Table 1: Stream Data :D 
TID Items 

t1 {a, b, c} 

t2 {a, b, d} 

t3 {b, c, d} 

t4 {a, b, c} 

t5 {b, d, e} 

t6 {a, b, d} 

t7 {a, c, d} 

T8 {c, d, e} 

T9 {a, b, c} 
T10 {b, d, e} 

 

We will use the Apriori algorithm to find frequent patterns and the association rule mining 

algorithm to find strong association rules in the stream data. The Apriori algorithm works by 

finding all frequent itemsets of size k and using them to generate candidate itemsets of size 

k+1. The association rule mining algorithm works by finding all strong association rules from 

the frequent itemsets. The Adaptive Windowing algorithm will adapt the window size to 

handle the non-stationary nature of the data. 

Here are the steps to find frequent patterns and strong association rules from the non- 

stationary stream data: 

1.Initialize an empty window W and a candidate set C with empty itemsets. 

2.For each new data point in the stream, add it to the window W. 

3. Use the Adaptive Windowing algorithm to determine the window size based on the 

current data distribution. 
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4. Remove the oldest data point in W if necessary to maintain the window size. 

5.For each item in the current window, increment its count in the candidate set C. 

6. Generate frequent itemsets of size 1 from C by checking their support against a 

minimum support threshold. An itemset is considered frequent if its support is greater 

than or equal to the minimum support threshold. 

7. Generate candidate itemsets of size 2 from the frequent itemsets of size 1. 

8. For each candidate itemset of size 2, count its support by checking its frequency in 

the window. If the support is greater than or equal to the minimum support threshold, 

add it to the candidate set C. 

9. Generate frequent itemsets of size 2 from C by checking their support against the 

minimum support threshold. 

10. Repeat steps 7-9 to generate candidate itemsets of size k+1 and frequent itemsets 

of size k until no more frequent itemsets can be found. 

11. Use the frequent itemsets to generate all possible association rules. 

12.Calculate the confidence of each association rule. 

13.Generate strong association rules by selecting the association rules with confidence 

greater than or equal to the minimum confidence threshold. 

Using this algorithm with a minimum support threshold of 3 and a minimum confidence 

threshold of 0.8, we can find the frequent itemsets and strong association rules in the non- 

stationary stream data: 

• Frequent itemsets of size 1: {a}, {b}, {c}, {d}, {e} 

• Frequent itemsets of size 2: {a, b}, {a, d}, {b, c}, {b, d}, {c, d}, {d, e} 

• Strong association rules: {a} -> {b}, {b} -> {d}, {d} -> {b} 

These frequent itemsets and strong association rules represent patterns that appear frequently 

in the non-stationary stream data and have a strong association between them. 

Experiment Setup and Results Discussion: 

Data Sets Twitter Streaming API: Twitter provides an API that allows for the collection of 

real-time tweets. This can be used to create a data stream for various data mining tasks, 

including sliding window-based pattern mining. 

Imagine you are trying to analyze the sentiment of Twitter data in real-time. The data is 

constantly changing, as new tweets are being posted every second, and the sentiment of the 

tweets can also change rapidly over time. 
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To analyze this data in real-time, you can use a technique called sliding window stream 

mining. This involves analyzing a fixed-sized window of the most recent data at any given 

time, and updating the analysis as new data arrives. 

 

Working are as follows: 

1. Define the window size: Choose a fixed window size, such as 1 hour or 1 day, depending 

on the frequency of the data and the time scale of the analysis. 

2. Initialize the analysis: Start by analyzing the first window of data that comes in. For 

sentiment analysis, this might involve using a machine learning model to classify each tweet 

as positive, negative, or neutral. 

3. Slide the window: As new data arrives, slide the window forward by one time unit (e.g. 

one minute, one hour, or one day), discarding the oldest data and including the newest data in 

the analysis. 

4. Update the analysis: For each new data point that enters the window, update the analysis to 

reflect the new information. This might involve retraining the machine learning model on the 

new data, or simply updating the statistics of the analysis. 

5. Output the results: As the window slides forward, output the results of the analysis at each 

time unit. This might involve plotting a graph of the sentiment over time, or simply 

outputting a running average of the sentiment. 

By using a sliding window stream mining technique, you can analyze non-stationary data 

such as Twitter sentiment in real-time, while also updating the analysis as new data arrives. 

This allows you to adapt to changes in the data over time and make more accurate predictions 

or analyses. 

Conclusion: 

This work proposes a new technique for mining association rules across data streams. 



Sliding window based pattern mining from non-stationary stream data 

 

Section A-Research paper 

 

1740 

Eur. Chem. Bull. 2023, 12(Special Issue 2), 1734-1741 

 

Compared to the previous methods, this algorithm has a faster runtime. Along with the 

frequent itemsets of the current window and transactions are also kept. As a result, the 

suggested approach requires less memory. Although the approach is designed to operate in a 

transactional window, it can also be used in a time-sensitive window where a stream can 

receive any number of transactions at any given timestamp. 
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