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Abstract 

 

Aim: The aim of the research article is to improve the accuracy of movie recommendation systems using a 

novel Decision Tree (D-Tree) algorithm in comparison with a Naive Bayes (NB) algorithm.  

Materials and methods: The dataset used in this paper was collected from the Movie lens database. The 

sample size for the movie recommendation system was sample 20 (Group 1 = 10 and Group 2 = 10) and the 

calculation was performed utilizing G-power 0.8 with alpha and beta qualities of 0.05 and 0.2 with a confidence 

interval of 95%. The movie recommendation system is performed by the Decision Tree (D-Tree) classifier with 

a number of samples (N=10) and Naive Bayes (NB) model with a number of samples (N=10).  

Results: The Decision Tree (D-Tree) classifier has a 90.88 percent higher accuracy rate when compared to the 

accuracy rate of the Naive Bayes (NB) model, which is 82.56 percent. The study has a significance value of 

p=0.024. Conclusion: The Decision Tree (D-Tree) classifier provides better outcomes in terms of accuracy rate 

when compared to the Naive Bayes (NB) model for movie recommendation systems. 
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1. Introduction 

 

A movie recommendation is significant in our 

social lives since it has the ability to provide 

greater enjoyment (Wang et al. 2017). Users can 

recommend a set of movies based on their interests 

or the attractiveness of the films. There are 

numerous recommendation systems available on 

the market for recommending various things to 

users (Shah et al. 2017). Durability, input 

separability, overspecialization, and cold-start 

issues plague these systems, leading in poor quality 

recommendations and limited coverage. A novel 

Decision Tree (D-Tree) classifier and the Naive 

Bayes algorithm are described in this study as part 

of the suggested methodology, with comparison 

findings demonstrating that the proposed D-Tree 

improves the accuracy, quality, and adaptability of 

the movie recommendation system (Jha, Gaur, and 

Thakur 2022). The proposed D-Tree method 

appears to be promising for solving very large-

scale issues, and high-quality recommendations can 

be anticipated as a result of the experiments. Many 

real-time applications, such as e-commerce and 

marketing, use recommendation programmes; they 

are also used in many other areas, such as 

healthcare system, aviation, and farming 

(Mustaqeem, Anwar, and Majid 2020; Archana and 

Saranya 2020). 

 

Over the last few decades, a plethora of 

recommendation systems have been developed. 

Different methodologies are used in these systems, 

such as collaborative approaches, content-based 

approaches, utility-based approaches, hybrid 

approaches, and so on. There are 135 research 

publications on IEEE Xplore, and 170 articles on 

Google Scholar. Hirdesh Shivhare et al. (Gupta, 

Shivhare, and Sharma 2015) developed an 

integrative strategy for building a movie 

recommendation system by combining fuzzy c-

means clustering and a genetic algorithm-based 

weighted similarity measure. MovieGEN, an expert 

system for movie recommendation, was introduced 

by Gaurangi Tilak et al. (Eyrun, Gaurangi, and Nan 

2008). On the basic principle of a hybrid 

recommendation method, they constructed the 

system utilizing machine learning and clustering 

algorithms. By integrating a Naive Bayes 

classification strategy with a collaborative filtering 

recommendation approach, writers (Ghazanfar and 

Prugel-Bennett 2010) suggested a novel switching 

hybrid recommendation approach. Ahmed et al. 

(Ahmed et al. 2017) showed how movie 

suggestions might be difficult and different from 

other types of recommendations. Park, Hong, and 

Cho (Park, Hong, and Cho 2007) suggested a 

personalized recommendation system in which 

Bayesian Networks reflect users' preferences. The 

variables are determined from a dataset, however 

the Bayesian Network topology was created by an 

analyst. K Jakhar created a collaborative filtering 

system that is used in conjunction with a Support 

Vector Machine based classifier to identify people 

with similar interests and model their likes and 

dislikes more correctly than collaborative filtering 

alone (Jakhar, Sharma, and Sharma 2016). S Ryu 

and K Han et al. (Ryu et al. 2010) suggested an 

agent-based recommendation model that can cut 

down on analysis time when new users or services 

enter the system and offer more user-centric 

services. On a large sample of the MovieLens 

dataset, a Gershman et al. (Gershman et al. 2010) 

suggested decision tree based recommendation 

system outperformed the quality of 

recommendations given mostly by the extracted 

features separation criteria.Our team has extensive 

knowledge and research experience  that has 

translated into high quality publications(Mohan et 

al. 2022; Vivek et al. 2022; Sathish et al. 2022; 

Kotteeswaran et al. 2022; Yaashikaa, Keerthana 

Devi, and Senthil Kumar 2022; Yaashikaa, Senthil 

Kumar, and Karishma 2022; Saravanan et al. 2022; 

Jayabal et al. 2022; Krishnan et al. 2022; Jayakodi 

et al. 2022) 

 

The key drawback of the current method is that the 

recommendation will be incorrect if the content is 

insufficient to discriminate between two things 

with the same set of qualities. When data is scant, 

as is common with web-related items, its accuracy 

suffers (V et al. 2020). To address this issue, this 

research suggested a novel Decision Tree (D-Tree) 

algorithm that improves prediction accuracy and 

addresses the issue of cold-start items. The Naive 

Bayes (NB) method is used to compare the 

findings. The proposed methodology aims to 

improve the movie recommender system's 

functionality and quality. Even with a sparse 

dataset, the proposed system outperforms the 

competition. 

 

 2.   Materials and Methods  

 

The study was carried out at Saveetha School of 

Engineering. The segmentation dataset was 

collected from the Movie Lens repository. This 

research uses two different methods: the new 

Decision Tree and the Naive Bayes approach. It 

entails two sample sets of ten samples each and a 

total of twenty samples, with a pretest power of 

0.8. The test size for training the D-TREE is around 

20% of the whole dataset, with the remaining 80% 

utilized for the training dataset. For the movie 

recommendation system, Python software is used 

to obtain the results. Using earlier results from 

(Salehi and Nakhai Kamalabadi 2013) at 

clinicalc.com, the sample size was calculated with 

https://paperpile.com/c/NwcTPr/QNCPu
https://paperpile.com/c/NwcTPr/4piq1
https://paperpile.com/c/NwcTPr/v1QqT
https://paperpile.com/c/NwcTPr/v1QqT
https://paperpile.com/c/NwcTPr/3jNuk+PuZmy
https://paperpile.com/c/NwcTPr/3jNuk+PuZmy
https://paperpile.com/c/NwcTPr/SHiT9
https://paperpile.com/c/NwcTPr/SHiT9
https://paperpile.com/c/NwcTPr/Xya4U
https://paperpile.com/c/NwcTPr/Xya4U
https://paperpile.com/c/NwcTPr/qCwbY
https://paperpile.com/c/NwcTPr/qCwbY
https://paperpile.com/c/NwcTPr/zesJ4
https://paperpile.com/c/NwcTPr/n6TkV
https://paperpile.com/c/NwcTPr/NyCXI
https://paperpile.com/c/NwcTPr/MiuYl
https://paperpile.com/c/NwcTPr/aU5BI
https://paperpile.com/c/NwcTPr/mPC0+dsnn+HqAu+Bora+0Jae+6svb+CLmA+vOQR+DUgv+PEIN
https://paperpile.com/c/NwcTPr/mPC0+dsnn+HqAu+Bora+0Jae+6svb+CLmA+vOQR+DUgv+PEIN
https://paperpile.com/c/NwcTPr/mPC0+dsnn+HqAu+Bora+0Jae+6svb+CLmA+vOQR+DUgv+PEIN
https://paperpile.com/c/NwcTPr/mPC0+dsnn+HqAu+Bora+0Jae+6svb+CLmA+vOQR+DUgv+PEIN
https://paperpile.com/c/NwcTPr/mPC0+dsnn+HqAu+Bora+0Jae+6svb+CLmA+vOQR+DUgv+PEIN
https://paperpile.com/c/NwcTPr/mPC0+dsnn+HqAu+Bora+0Jae+6svb+CLmA+vOQR+DUgv+PEIN
https://paperpile.com/c/NwcTPr/mPC0+dsnn+HqAu+Bora+0Jae+6svb+CLmA+vOQR+DUgv+PEIN
https://paperpile.com/c/NwcTPr/rBpqp
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a threshold of 0.05, G power of 80%, and 

confidence interval of 95%. 

 

   

Naïve Bayes  

It is a Bayes' Theorem-based approach. According 

to the Naive Bayes algorithm, the presence of one 

characteristic in a group has no influence on the 

availability of other features in that class. This 

framework is simple to build and is very useful 

when dealing with large datasets. Because of its 

simplicity, Naive Bayes is known to perform better 

even with the most powerful classification 

algorithms. 

𝑃 𝐶|𝐴 = 𝑃(𝐴|𝐶) ∗
𝑃(𝐶)

𝑃(𝐴)
         (1) 

Pseudocode 

Step 1: Input: movie recommendation 

system_Input Features  

Step 2: Assign training and testing dataset for 

movie recommendation system 

Step 3: Output: Classification on movie 

recommendation system 

Step 4: Function: Naïve Bayes (Input features I) 

Step 5: Go over the Training data. 

Step 6: For each class, compute the mean and 

standard deviation of the predictor variables. 

Step 7: In each class, use the gauss density formula 

to compute the probability of p i. 

Step 8: Estimate the likelihood for each class until 

all predictor variables (p 1,p 2,...p n) have been 

calculated. 

Step 9: Determine the probability for each class. 

Step 10: Maximize your chances. 

Step 11: Return Classification outcomes of movie 

recommendation system 

 

Decision Tree  

A decision tree is a branch in which each inner 

(non-leaf) node represents an attribute test, each 

branch indicates the test's outcome, and each 

terminal (leaf) node provides a classification model 

(Choi et al. 2012). Based on the qualities of the 

input, the decision tree creates a predictive model 

that maps the information to a predicted value. 

Each arc from a parent to a child node indicates a 

possible value or collection of values for that 

attribute, and each internal node in the tree 

correlates to an attribute. The tree is built from the 

ground up, starting with the root of the tree and the 

data set. The root is given an attribute, and curves 

and sub-nodes are produced for each set of values. 

The information set is then separated into values, 

with each child node receiving only the amount of 

the training dataset that matches to the feature 

value given by the child node's path. Using 

decision trees to build recommendation models has 

a number of advantages, including speed, 

understandability, and adaptability in analyzing 

different types of input data sources. 

 

Pseudocode 

Step 1: Input: movie recommendation 

system_Input Features  

Step 2: Assign training and testing dataset for 

movie recommendation system 

Step 3: Output: Classification on movie 

recommendation system 

Step 4: Function: Decision Tree (Input features I) 

Step 5: if tree is of the form Leaf(movie_detect) 

then 

Step 6: return detect 

Step 7: else if tree is of the form Node( Input 

features I,left,right) then 

Step 8: if Input features I = no in test point then 

Step 9: return D-Tree_Test(left,test point) 

Step 10: else 

Step 11: return D-Tree_Test(right,test point) 

Step 12: end if 

Step 13: end if 

Step 14: Return Classification outcomes for movie 

recommendation system 

 

Statistical Analysis 

Python software is used to generate the results 

(Downey, n.d.). A monitor with a resolution of 

1024x768 pixels was required to train these 

datasets (10th gen, i5, 12GB RAM, 500 GB HDD). 

NB and D-TREE algorithms are statistically 

analyzed using SPSS software (Yockey 2017). The 

mean, standard deviation, and standard error mean 

statistical significance between the groups were 

determined using the independent sample t test, 

followed by a comparison of the two groups using 

SPSS software. Accuracy is a dependent variable, 

while D-TREE and NB are independent variables. 

 

3.   Results 

 

The accuracy rate of the D-TREE classifier is 

compared to that of the NB classifier in Figure 1. 

The D-TREE classifier has a higher accuracy rate 

of 90.88 when compared to the NB classifier, 

which has 82.56. The D-TREE classifier is 

significantly different from the NB classifier 

(p<0.05 independent sample test). On the X-axis, 

D-TREE and NB accuracy rates are plotted. Y-

axis: Mean accuracy rate for keyword 

identification, ± 1 SD with 95 percent confidence 

interval. Table 1 presents the evaluation metrics of 

the comparison of the D-TREE classifier with the 

NB classifier. The D-TREE classifier has a 90.88 

accuracy rate, whereas the NB classifier has 82.56, 

respectively. In all parameters, the D-TREE 

classifier outperforms the NB in the 

recommendation of movies, with a higher accuracy 

rate. Table 2 displays the statistical computations 

for the D-TREE and NB classifier, such as mean, 

https://paperpile.com/c/NwcTPr/qlyYB
https://paperpile.com/c/NwcTPr/y4OH9
https://paperpile.com/c/NwcTPr/EdM9j
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standard deviation, and standard error mean. In the 

t-test, the accuracy rate parameter is used. The D-

TREE classifier has a mean accuracy rate of 90.88, 

while the NB classifier has 82.56, respectively. The 

standard deviation of D-TREE is 0.50393 and the 

NB algorithm is 1.67839. The standard error mean 

of D-TREE is 0.49248 and the NB algorithm is 

1.78293. Table 3 shows the statistical computations 

for independent samples of D-TREE compared to 

the NB classifier. The significance value for 

accuracy rate is 0.024. An independent sample T-

test is applied for comparison of D-TREE and NB 

algorithms with a confidence interval as 95% and 

level of significance as 0.77838. This independent 

sample test consists of significance as 0.001, 

significance (2-tailed), mean difference, standard 

error difference, and lower and upper interval 

difference. 

 

4.     Discussion  

 

A novel Decision Tree and Naïve Bayes algorithms 

are implemented, and its output accuracy is 

analyzed and compared. The performance 

evaluation and comparison of proposed D-Tree and 

conventional NB algorithms for movie 

recommender systems have been carried out under 

various conditions to study their capability and 

convergence speed. From the results of this study, 

it is proved that D-Tree has performed better than 

the NB recommended system. The D-Tree has an 

accuracy of 90.88% whereas the NB has an 

accuracy of 82.56%.  Over the last few years, 

numerous recommendation systems have been 

presented. S Agrawal (Agrawal and Jain 2017) 

presented an enhanced strategy for movie 

recommendation using a support vector machine, 

which has a 92 percent accuracy. MovieGEN, an 

optimization approach for movie recommendation, 

was introduced by Jain et al. (Jain et al. 2018). On 

the premise of a hybrid recommendation method, 

they constructed the system utilizing machine 

learning and cluster analysis. M. Kumar et al. 

(Kumar et al. 2015) evaluated four feature selection 

approaches (MI, IG, CHI, and DF) as well as five 

methods of learning (D-Tree, K-nearest neighbor, 

winnows classifier, Naive Bayes, and SVM) on a 

movielens database with a 90.4 percent accuracy. 

Jian Wei1 et al. (Wei et al. 2017) suggested a 

decision tree algorithm-based technique. Entire 

cold start difficulties (where no rating data is 

given) and incomplete cold start difficulties can 

both be solved using the proposed method. Only 

for total cold start problems did this strategy 

perform better, with an exactness of 89.8%. The 

developed D-Tree approach has the disadvantage 

of requiring more memory than the existing Naive 

Bayes strategy. It will be important to focus on the 

recommended approach's memory consumption in 

the future. To test the proposed approach, only 

distinct movie lens datasets were employed. It can 

also be combined with the Film Affinity and 

Netflix libraries, with the results coming later. 

 

5.     Conclusion 

 

The proposed model exhibits the Decision Tree and 

Naïve Bayes algorithms, in which the D-TREE 

algorithm has the highest values. The accuracy rate 

of D-TREE algorithm is 90.88% higher compared 

with the NB algorithm, which has an accuracy rate 

of 82.56%. The accuracy rate of the D-TREE 

algorithm is efficient when compared with the NB 

algorithm, which has lower values in the movie 

recommendation system. 
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Tables and Figures 

 

Table 1. The evaluation metrics of the D-TREE classifier with the NB classifier has been calculated. The D-

TREE classifier has a 90.88 accuracy rate, whereas the NB classifier has 82.56, respectively. In all parameters, 

the D-TREE classifier outperforms the NB in the classification of movie recommendation, with a higher 

accuracy rate. 

SI.No. Test Size 

ACCURACY RATE 

D-TREE NB 

1 Test1 88.23 80.10 

2 Test2 88.54 80.23 

3 Test3 88.36 80.19 
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4 Test4 89.34 80.92 

5 Test5 89.12 81.92 

6 Test6 90.56 81.01 

7 Test7 90.35 81.85 

8 Test8 90.36 82.28 

9 Test9 90.45 82.58 

10 Test10 90.54 82.34 

Average Test Results 90.88 82.56 

 

Table 2. The statistical calculation such as mean, standard deviation and standard error mean for D-TREE and 

NB algorithm. Accuracy rate parameter used in the t-test. The mean accuracy rate of D-TREE is 90.88% and the 

NB algorithm is 86.956%. The Standard Deviation of D-TREE is 0.50393 and the NB algorithm is 1.67839. The 

Standard Error mean of D-TREE is 0.49248 and NB algorithm is 1.78293. 

Group N Mean 
Standard 

Deviation 

Standard Error 

Mean 

 

 

Accuracy 

Rate 

 

NB 

 

10 

 

82.56 

 

1.67839 

 

1.78293 

 

D-TREE 

 

10 

 

90.88 

 

0.50393 

 

0.49248 

 

Table 3: The statistical calculations for independent samples tested between D-TREE and NB algorithm. The 

significance value for accuracy rate is 0.024. Independent samples T-test is applied for comparison of D-TREE 

and NB algorithm with the confidence interval as 95% and level of significance as 0.36838. This independent 

sample test consists of significance as 0.001, significance (2-tailed), mean difference, standard error difference, 

and lower and upper interval difference. 

 

Group 

 

Levene's 

Test for 

Equality of 

Variances 

 

t-test for Equality of Means 

 

 

F Sig. t df 

Sig. 

(2-

tailed

) 

Mean 

Differen

ce 

Std. 

Error 

Differen

ce 

95% 

Confiden

ce 

Interval 

(Lower) 

95% 

Confiden

ce 

Interval 

(Upper) 

 Equal 6.07 0.02 14.77 14 .001 13.81037 0.36838 14.89062 14.21192 
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y 

Rate 

varianc

es 

assume

d 

4 4 2 

Equal 

varianc

es not 

assume

d 

  
10.01

0 

10.91

9 
.001 12.51033 0.31612 10.30911 10.38112 

 

 
Fig 1. Simple Bar graph for D-TREE classifier accuracy rate is compared with NB model. The D-TREE 

classifier is higher in terms of accuracy rate 90.88 when compared with NB model 82.56. There is a significant 

difference between D-TREE classifier and NB model (p<0.05 Independent sample test). X-axis: NB model 

accuracy rate vs D-TREE classifier Y-axis: Mean of accuracy rate, for identification of keywords ± 1 SD with 

95 % CI. 

 

 

 


