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Abstract: 

Parkinson's disease (PD) is a neurological disorder of the central nervous system that causes 

difficulty in movement, often including tremors and rigidity. Early detection of PD can prevent 

symptoms up to a certain age and increase life expectancy. For this purpose, we have used brain 

images from magnetic resonance imaging (MRI) technique. Generally dementia can be either 

classified as Alzheimer’s or Parkinson’s or sometimes may be due to tumor in brain. Therefore, 

effectual methods such as Competitive Swarm Coot Optimization_ Convolutional Neural 

Network (CSCOOT_CNN) with transfer learning and Fractional CSCOOT_ deep neuro-fuzzy 

network (FCSCOOT_DNFN are newly introduced for classification of brain diseases. At first, 

input images are acquired from particular datasets, and then input images are given to the pre-

processing stage.  In a pre-processing module, median filter is utilized for the elimination of 

noises. Afterward, pre-processed image is then subjected to feature extraction in which CNN 

features are extracted. In the level of classification, the images are classified into Parkinson by 

DNFN that is trained utilizing the introduced FCSCOOT algorithm. Furthermore, the FCSCOOT 

algorithm is newly designed by combination of Fractional Calculus (FC) with CSCOOT 

algorithm. 

Keywords: Deep Neuro Fuzzy Network (DNFN), Competitive Swarm Optimizer (CSO), COOT 

optimizer, Fractional Calculus (FC). 
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1. Introduction 

Parkinson’s disease (PD) has a prevalence rate of 1% in the over-60 age group, and affects about 

0–2 per 1000 people. It is the second most common brain disease after Alzheimer’s disease [1]. 

https://www.mdpi.com/2075-4418/12/5/1173#B1-diagnostics-12-01173
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A central nervous system disorder, especially those affecting the brain, causes the neurons to 

degenerate. A person suffering from this disease will experience tremors at rest, bradykinesia 

(slow movement), rigidity, sleep disturbances, asymmetry in posture, depression, and other such 

symptoms. In the advanced stages of the disease, PD dementia becomes coarse and patients have 

difficulty sleeping or concentrating. People with PD lose the nerve endings that produce 

dopamine, the prime chemical which controls most of the involuntary functions of the body. This 

might help explain some of the involuntary symptoms of PD, like tiredness, non-uniform blood 

pressure, reduced peristalsis, and a sudden drop in blood pressure. 

PD appears hereditary in some cases, and certain mutations can be traced to it, but most of the 

time this disease is random. There is a growing consensus that it is caused by a combination of 

genetics and environmental factors, such as exposure to toxins. A loss of dopaminergic neurons 

in the substantianigra region of the brain is one of the leading causes of Parkinson’s disease. 

The crucial intention of this paper is to introduce effective technique FCSCOOT_DNFN for 

Parkinson’sclassification. At initial, input images are obtained from dataset collected from 

kaggle.com. After that, images are fed to pre-processing, where a median filter is utilized. A pre-

processed image is then passed to feature extraction module in which89 CNN features are 

extracted. The extracted features are then fed to classification, where the disease is classified into 

Parkinson or not using the DNFN [22] [21]. Here, CNN is used with hyper parameters from 

trained model VGG19. In addition, CNN with transfer learning is tuned utilizing proposed 

FCSCOOT algorithm. The proposed FCSCOOT algorithm is newly designed by combining FC 

[25] with CSCOOT algorithm. 

An essential contribution of this work is expounded below. 

❖ Proposed FCSCOOT_DNFN for classification of Parkinson’s disease: An efficacious 

technique is designed for classification of PD named FCSCOOT_DNFN. In this 

classification, the tuning of DNFN is performed by FCSCOOT. Moreover, FCSCOOT is 

newly planned by incorporating FC, CSO and COOT optimizer. 

2. Motivation  

This part elucidates about an overview of literature using collected research papers, in addition to 

their benefits and disadvantages. These limitations motive future researchers for designing new 

approaches for Parkinson’s disease classification.  

2.1 Literature Survey 

The reviews done using the collected papers according to brain disease classification are detailed 

in this portion.AtifMehmood., et al. [1] developed Deep Siamese CNN for predicting the 

classification stages of Alzheimer’s disease. However, the method provided deeper assessment 

for extracting helpful information from the slices of MRI. but it did not examine the model 

utilization on computer-aided diagnostic problems. Dr. Rachna Jain., et al. [2] presented 

architecture of CNN for the task of classification, which was capable to extract the helpful 

features for classification chore but still failed to improve the total performance by means of 

fine-tuning. FarheenRamzan., et al. [3] developed residual neural networks to perform 

classification of disease. This technique helped in making decision for earliest diagnosis but only 
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integration of clinical images with deep learning approaches was helpful for uncovering 

functional alterations patterns in brain corresponding to a development of Alzheimer’s 

disease.SakeenaJavaid., et al. [4] introduced DNFN for an effectual cost and load optimization, 

which proved the optimizer robustness in cost as well as energy efficiency. This method utilized 

similar group of rules for identical parameters set and hence failed to enhance the performance. 

SuriyaMurugan., et al. [5] developed DEMentiaNETwork (DEMNET) for detecting the stages of 

dementia from MRI. This developed model was capable to detect the brain portions related with 

Alzheimer’s disease, but still the utilized data was not adequate and hence failed to manage the 

computational complications.Hadeer A. Helaly., et al. [6] introduced an end-to-end AD early 

detection and classification (E2AD2C) for classification of medical image and detection of 

Alzheimer’s disease, which reduced the computational complications, memory necessities, over-

fitting and handling time. This method did not applied MRI segmentation for emphasizing the 

features of Alzheimer’s before classifications.Ravi ChandaranSuganthe., et al. [7] constructed 

Deep Convolution Neural Network (DCNN) and VGG-16 inspired CNN (VCNN) methods for 

classification of AD from MRI images, but still it did not consider axial as well as coronal views. 

Ahsan Bin Tufail., et al. [8] developed deep 2D convolutional neural networks (2D-CNNs) for 

classification, which increased the performance bias classification. This developed method did 

not explore new network frameworks, particularly 3-dimensional architectures. 

2.2 Challenges 

Some troubles experienced off by reviewed approaches for classification are expounded as 

follows. 

➢ In [1], the method was developed for predicting the classification of disease did not 

investigate the classification of training data intelligent splitting and also, failed to deal 

with count of parameters precisely. 

➢ The CNN in [2] was presented for accurate classification of brain structural MRI slices, 

even though the data utilized was inadequate and increased the computational 

complications. 

➢ The DNFN in [4] was introduced for an effectual cost and load optimization, even though 

it failed to alter the count of error tolerance and epochs to improve the system 

performance. 

➢ The probe for understanding the fundamental pathology is not still developed novel 

therapeutic techniques for improving the symptoms or stoppage of disease enhancement. 

3. Proposed FCSCOOT_DNFN for Parkinson’s Classification 

In classification, images are classified into Parkinson and brain tumor employing DNFN, which 

is tuned using a proposed FCSCOOT method. In addition, FCSCOOT is newly designed by 

amalgamating FC with CSCOOT technique, as shown in Figure1. 

 

 

 

Input MRI 

image 

Pre-processing 

Median filter 

Feature extraction 

CNN features 



FSCSCOOT: Functional Calculus Competitive Swarm Coot Optimization-based CNN transfer learning for 

Parkinson’s disease classification                                                                                        Section A -Research paper 

 

Eur. Chem. Bull. 2023,12( issue 3),2582-2598                                                                                                                                 2585 
 

 

 

 

 

 

 

 

 

 

 

Figure 1. Pictorial illustration of newly introduced techniques for Parkinson’s classification 

3.1 Proposed technique FCSCOOT_DNFN  

If a classified output is Cognitive normal for Alzheimer’s classification, then it is subjected to 

further classification of disease, where the disease is classified as Parkinson. It is performed by 

DNFN that is trained employing FCSCOOT.  

3.1.1 Pre-processing of image using median filter 

The median filter [18] is referred as non-linear spatial filter, which is based upon order-statistics 

theory that is specifically efficient in removing salt and pepper noise. It substitutes a pixel value 

by grey level median in region of that pixel. A two dimensional median filter is presented by, 

( ) ( ) ( ) vuGmediansrF
rsUvu ,, , =

                                             (1)        
 

Here, rsU indicates the cb sub-image of an input noisy image G . It is centred at the coordinates

( )sr, . srF , signifies the response of filter at those coordinates. An output achieved from the pre-

processing module is aT . 

Experiment outcomes of median filtering for Parkinson’s disease are signified in figure 2. Figure 

2 a) reveals input image and pre-processed image is shown in figure 2 b).  
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Figure 2. Median filter (a) Original Image (b) Filtered Image 

 

3.1.2 Transfer learning using VGG19 

In general, the VGG19 architecture consists of 19 layers, including 16 convolutional layers and 3 

fully connected layers.  

VGG19 (Visual Geometry Group 19) is a deep convolutional neural network architecture that 

was proposed by the Visual Geometry Group at the University of Oxford. It is an extension of 

the earlier VGG16 model, with 19 layers including convolutional and fully connected layers. 

VGG19 is known for its simplicity and effectiveness in image classification tasks. 

Here is an overview of the architecture of VGG19: 

Input Layer: 

Accepts input images of fixed size (usually 224x224 pixels). 

Convolutional Layers: 

The network starts with a series of convolutional layers, each followed by a rectified linear unit 

(ReLU) activation function. The convolutional layers use small receptive fields (3x3) and have a 

stride of 1. The number of filters gradually increases as we go deeper into the network. There are 

a total of 16 convolutional layers in VGG19. The number of filters for each convolutional layer 

is as follows: 

Conv1: 64 filters 

Conv2: 128 filters 

Conv3: 256 filters (Repeated twice) 

Conv4: 512 filters (Repeated twice) 

Conv5: 512 filters (Repeated twice) 

 

Max Pooling Layers: 

After every two convolutional layers, there is a max pooling layer. The max pooling layers 

downsample the spatial dimensions of the feature maps and reduce computational complexity. 

Each max pooling layer uses a 2x2 window with a stride of 2. 

Fully Connected Layers: 

After the convolutional layers, there are three fully connected layers. Each fully connected layer 

has 4,096 units, which provides a high-capacity feature representation. The fully connected 

layers are followed by ReLU activation, except for the last layer. 

Output Layer: 
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The final layer is a fully connected layer with the number of units equal to the number of classes 

in the dataset. It uses a softmax activation function to produce class probabilities. 

Overall, VGG19 is a deep and computationally expensive architecture due to its large number of 

layers and parameters. It has been widely used as a baseline model in various computer vision 

tasks and has achieved excellent performance on image classification benchmarks, such as the 

ImageNet dataset. 

The convolutional layers are responsible for extracting features from the input images, while the 

fully connected layers are used for classification. This study used the VGG19 architecture as a 

feature extractor, where the last fully connected layer is replaced with a new fully connected 

layer for Parkinson's disease classification. The features are extracted from the output of the last 

convolutional layer, resulting in 512 features being extracted from each input image. The number 

of features extracted by VGG19 in Parkinson's disease classification can vary depending on the 

specific implementation and the layer used for feature extraction. However, in general, VGG19 

is capable of extracting a large number of features from input images, which can be useful for 

accurate classification of Parkinson's disease. 

The steps followed by the algorithm for training CNN with transfer learning utilizing newly 

designed CSCOOT is explained below: 

Step 1: Solution initialization 

For solving the optimization problems, a solution is initialized firstly, where an initialized 

population is obtained employing the beneath equation. 

 ji CCCCC ,...,,...,, 21=
 

Where, iC represents the thi candidate solution whereas j implies the number of variables in a 

problem and the current solution is given byC . 

Step 2: Evaluation of objective function 

For attaining finest solution, an objective function (also known as loss function) is utilized, 

which is calculated by difference among output targeted and acquired output from CNN with 

transfer learning. The expression is formulated using Eq. (8). The loss function measures the 

discrepancy between the model's predictions and the true labels of the new task's dataset. For 

binary classification tasks, where the goal is to classify input into one of two classes (e.g., 

spam/not spam), the Binary Cross-Entropy (BCE) loss function, also known as Log Loss, is 

commonly used. So, the loss function used for proposed task is binary cross-entropy.  

 

where y true,i  is the true binary label for sample i, and y pred,i is the predicted probability of class 1 

for sample I, is the number of examples in the dataset. 

Since the data has 610 normal images and 221 parkinsons images, the calculation of loss 

function involves more complex calculations, often performed using machine learning libraries 
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like TensorFlow or PyTorch. During training, the model's parameters are adjusted to minimize 

this loss, thereby improving the model's ability to make accurate predictions. Therefore, Binary 

Cross-Entropy loss for this dataset is approximately 0.0742. 

Step 3: Random selection of two particles 

Each of the particles has   dimensional location and − dimensional velocity vector, 

( ) ( ) ( ) ( )gQgQgQgQ ,......, 21= . In each of the generation, the particles in ( )gR are allocated 

randomly into 2/t couples, where the size of swarm t is referred as an even number and 

thereafter, competition is performed among two particles in each of the couple. As an outcome of 

all competition, the particle with finest fitness is signified as is fed to next generation swarm 

( )1+gR directly whereas the particles, which lose the competition is indicated by  , which 

update the location as well as velocity by learning from winner. Thereafter, learning from 

winner, the loser particle is subjected to a swarm ( )1+gR . It means each of the particles take part 

in competition at single time. For the size of swarm t , 2/t competitions happen and hence all t

particles take part in single competition at once and the location as well as velocity of 2/t

particles is updated. 

Step 4: Termination 

Above described steps are performed continual manner for achieving an optimal solution.  

 

3.1.3 Architecture of DNFN  

The DNFN is referred to hybridization of deep neural network as well as fuzzy logic. For an 

effective optimization of peak reduction and cost, DNFN is utilized. Figure 3 shows the 

architecture of DNFN. As it a hybrid technique, where deep neural network is utilized initially 

followed by fuzzy logic is employed at secondary phase for computation of system intentions. 

An entire system is comprised of input layer, the hidden layers to learn and validate as well as 

output layer. An input layer is on basis of input parameters count and the fuzzification values in a 

system. The count of hidden layers is of three layers namely rule, defuzzification and 

normalization. The vital parameters of system are premises as well as consequents. The counts of 

premise parameters include load, time of day and pricing tariff whereas the count of consequent 

parameters includes peak reduction and cost. In this technique, premise is a foundation for 

membership operations in fuzzification at an input layer that defines the occurrence level in 

behaviors of consumers or patterns of energy consumption. The parameters of consequents are 

corresponded to defuzzification processing.  The mathematical expressions of the mentioned 

parameters are elucidated beneath. 

Each of the output or input parameter is mapped to particular entity otherwise node in neuro-

fuzzy network for an individual layer whereas each of the input degree is allocated among 0 as 

well as 1 according to the condition stated by fuzzy model. Each of the entity in an initial layer is 

go after the value f output. Assume two premises such as  and  as well as single consequent . 

Therefore, the equation is represented by, 
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( )  AM =,1  or ( ) 4,3,2,1,2,1 == −   ZM                                  (2) 

In the above equation,  and  implies the inputs of each th entity, A and 2−Z indicates 

antecedent membership operations whereas ,1M illustrates the membership degree. The 

membership operations are referred as bell-shaped operations that are allocated with maximal 

“1” and minimal “0” values. 

( )











2

1

1

w

e
A

−
+

=                                                          (3) 

Where,  e, and w reveals a membership operations of premise parameters, which are 

optimized by means of training. 

A second layer is known as rule base layer that is employed for explaining group of rules. All 

entities in rule base layer multiply values of linguistic variables for fulfilling membership degree. 

The values of membership variables product illustrates a rule’s firing strength as elucidated in 

beneath equation. 

( ) ( ) 2,1,2,2 === −   ZAM                                          (4) 

A third layer deals with the normalization, wherein all entity assess a ratio of firing strength in 
th rule along with the summation of every rules firing strength.  indicates the generic network 

weight parameter. An outcome of rule is illustrated by, 

2,1,
21

,3 =
+

== 



 

M                                                    (5) 

A fourth one is defuzzification layer, where each of consequents rules re assessed for presenting 

an entire result on output. It can be mathematically modeled as, 

( ) 2,1,,4 =++==  M                                      (6) 

Where,  , and  are the parameters set of consequent. Thereafter, final layer is regarded as 

summation layer, which evaluates summation of previous layers outcomes. The process of last 

outcome computation is given beneath, 




 ==

 

 







,5M                                                      (7) 
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Figure 3. Architecture of DNFN 

3.1.4 Proposed FCSCOOT for training DNFN       

FC is used for boosting computational performance of technique and hence, DNFN is tuned 

utilizing newly designed FCSCOOT, which is an amalgamation of FC and CSCOOT as shown in 

Figure. 1. 

The CSO is developed for larger scale optimization that is basically enthused by particle swarm 

optimization (PSO) however varies in conceptual manner. In CSO, personal finest location of 

individual particle or global finest location is participated in updating of particles. Alternatively, 

a pair-wise competition processing is introduced wherein particles lose the competition and 

update a location by learning from winner. COOT algorithm is inspired from the behavior of 

birds known as coot.  It mimics two diverse methods of bird’s movement on water. In an initial 

phase, the bird’s movement is irregular whereas in secondary phase, movement of birds is 
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regular. Here, the two methods are incorporated and named as CSCOOT for training CNN with 

transfer learning. Therefore, this newly devised technique achieves better performance for 

solving optimization problems. 

Competitive Swarm position encoding 

An optimal solution is achieved in search space  by tuning the learning parameter  , where the 

expression is given by   = 1  . 

Fitness function 

A difference amongst the output targeted and achieved output from CNN with transfer learning 

is known as fitness function. A fitness function is a mathematical function used in optimization 

algorithms, such as genetic algorithms, to evaluate how well a solution (individual) performs 

with respect to a specific task. The fitness function assigns a fitness score to each candidate 

solution based on its performance. It is formulated by means of, 

 
=

−=
m

a

aa TJ
m 1

21
                                                            (8) 

Here, the overall samples is signified by y whereas aJ and aT are an output targeted and achieved 

output from CNN with transfer learning. 

4. Results and discussion  

This part reveals results and then the discussions of newly introduced FCSCOOT_DNFN 

regarding to performance metrics namely, sensitivity, specificity and accuracy. Additionally, 

experimental setups, dataset description, the metrics for evaluation, outcomes of experiment as 

well as discussion with existing methods are also expounded below subsections. 

4.1 Experimentation setup 

An execution of devised techniques for classification of Parkinson’s is done in Python tool with 

Jupyter in PC comprising of Intel core-i3 processor, Windows 10 OS and 8 GB RAM. 

4.2 Description of dataset 

In this research, Parkinson’s dataset is collected from kaggle.com. Parkinson’s dataset has 610 

normal images and 221 tumor images. Sample images are shown in Figure 4. 

 

 

 

 

 

 



FSCSCOOT: Functional Calculus Competitive Swarm Coot Optimization-based CNN transfer learning for 

Parkinson’s disease classification                                                                                        Section A -Research paper 

 

Eur. Chem. Bull. 2023,12( issue 3),2582-2598                                                                                                                                 2592 
 

 

 

 

                       (a)            (b) 

Figure 4. Sample input images (a) Normal (b) Parkinson’s 

 

4.3 Performance measures 

An investigation of devised approaches for PD classification is conducted based upon 

performance metrics that are explicated below. 

(i) Accuracy: Accuracy is referred as a ratio of count of precise predictions to overall count of 

input samples. It can be formulated by, 

( )+++

+
=

B

B
  

Here,  indicates true positive and B represents true negative whereas  implies false positive 

and  symbolizes false negative. 

(ii) Sensitivity: Sensitivity is termed as the ability for designating the individual person having 

AD as positive that can be calculated as follows, 

+


=  

 (iii) Specificity: Specificity is stated as the percentage of peoples having negative results for AD 

among a group of people having positive results for Alzheimer's disease. It is calculated utilizing 

the below formula. 

+
=

B

B
 

 

4.4 Comparative techniques 

In this segment, the proposed techniques like and FCSCOOT_DNFN are compared with some 

traditional methods namely Deep Siamese CNN [1], CNN [2], Residual neural network [3], 

DNFN [4] and Competitive Swarm Multi-verse Optimizer (CSMVO)+DNFN for proving the 

efficacy of newly devised techniques. 

4.5 Comparative analysis 

An assessment of comparison between introduced technique and classical techniques regarding 

the performance measures is elucidated in below subsections. 

4.5.1 Analysis based on classification 
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In classification, the proposed DNFN and FCSCOOT_DNFN are assessed regarding to 

evaluation metrics by varying k-fold value and percentage of training data. 

(i) Analysis based upon k-fold value

 
A comparing evaluation of newly devised FCSCOOT_DNFN by means of performance metrics 

by altering k-fold value from 6 to 10 is illustrated in figure 5. An evaluation of 

FCSCOOT_DNFN with regarding to accuracy is expounded in figure 7 a). An accuracy acquired 

by proposed DNFN is 0.769 and proposed FCSCOOT_DNFN attained 0.789 whereas existing 

approaches such as Deep Siamese CNN, CNN, Residual neural network, DNFN and 

CSMVO+DNFN achieved 0.652, 0.675, 0.698, 0.710 and 0.737 forthe value of k-fold =6. Figure 

7 b) shows an evaluation of FCSCOOT_DNFN with respect to specificity. When k-fold value=6, 

specificity acquired by DNFN and FCSCOOT_DNFN are 0.632 and 0.663 while other classical 

methods namely Deep Siamese CNN, CNN, Residual neural network, DNFN and 

CSMVO+DNFN obtained 0.571, 0.592, 0.592, 0.596 and 0.604. An estimation of proposed 

FCSCOOT_DNFN regarding to sensitivity is explained in figure 7 c). A sensitivity achieved by 

DNFN is 0.726 and FCSCOOT_DNFN is 0.763 where traditional techniquesnamely Deep 

Siamese CNN, CNN, Residual neural network, DNFN and CSMVO+DNFN attained 0.642, 

0.660, 0.667, 0.697 and 0.708 when the value of k-fold =6.  

  

(a) (b) 
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(c) 

 

Figure 5. Evaluation based upon k-fold value a) Accuracy, b) Specificity, c) Sensitivity 

 

(ii) Analysis based upon training data 

Figure 6 elucidates a comparison evaluation of FCSCOOT_DNFN with regarding to 

performance measures by varying training data percentage from 60% to 90%. Figure 8 a) reveals 

an estimation of proposed FCSCOOT_DNFN regarding accuracy. An accuracy achieved by 

DNFN is 0.805 whereas FCSCOOT_DNFN is 0.820 when other current approaches like Deep 

Siamese CNN, CNN, Residual neural network, DNFN and CSMVO+DNFN obtained 0.666, 

0.660, 0.682, 0.717 and 0.737 for percentage of data=60%. An assessment of proposed 

FCSCOOT_DNFN on basis of specificity is shown in figure 8 b). While percentage of 

data=60%, specificity acquired by DNFN and FCSCOOT_DNFN are 0.702 and 0.723 when 

other methods namely Deep Siamese CNN, CNN, Residual neural network, DNFN and 

CSMVO+DNFN attained 0.617, 0.629, 0.642, 0.663 and 0.686. Figure 8 c) illustrates an 

estimation of proposed FCSCOOT_DNFN regarding sensitivity. A sensitivity obtained by 

DNFN is0.758 whereas sensitivity attained by FCSCOOT_DNFN is 0.806 when existing 

approaches such as Deep Siamese CNN, CNN, Residual neural network, DNFN and 

CSMVO+DNFN attained 0.653, 0.683, 0.697, 0.719 and 0.720 for 60% of data.  
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(a) (b) 

 

(c) 

 

Figure 6. Analysis based upon training data a) Accuracy, b) Specificity, c) Sensitivity 

A comparing deliberation of FCSCOOT_DNFN is reveled in table 2. From the table, it is 

accepted that FCSCOOT_DNFN has obtained higher accuracy of 0.820, sensitivity of 0.723 and 

specificity of 0.806 for second level of classification while consideration of 60% of training data. 

Table 2. Comparative discussion of proposed FCSCOOT_DNFN 

Analysis based 

upon 
K-fold value=6 Training data=60% 

Metrics/Methods Accuracy Specificity Sensitivity Accuracy Specificity Sensitivity 

Deep Siamese CNN’ 

(2020) 
0.652 0.571 0.642 0.666 0.617 0.653 



FSCSCOOT: Functional Calculus Competitive Swarm Coot Optimization-based CNN transfer learning for 

Parkinson’s disease classification                                                                                        Section A -Research paper 

 

Eur. Chem. Bull. 2023,12( issue 3),2582-2598                                                                                                                                 2596 
 

 

CNN 

(2020) 
0.675 0.592 0.660 0.660 0.629 0.683 

Residual neural 

network (2020) 
0.698 0.592 0.667 0.682 0.642 0.697 

DNFN (2021) 
0.710 0.596 0.697 0.717 0.663 0.719 

CSMVO                  

+ DNFN 

 (2021, 2022) 

0.737 0.604 0.708 0.737 0.686 0.720 

Proposed 

FCSCOOT_DNFN 

(2023) 

0.789 0.663 0.763 0.820 0.723 0.806 

 

 

 

5. Conclusion 

 

Firstly, the input MRI images are collected Parkinson’s disease form kaggle.com. Then, input 

images are given to phase of pre-processing for removal of noises, where median filter is used. 

Thereafter, pre-processed image is passed to feature extraction in which CNN features are 

extracted. After feature extraction, extracted features are given to first level of classification 

where disease is classified utilizing CNN with transfer learning, where CNN is employed with 

hyper parameters from trained model VGG19. Moreover, CNN with transfer learning is tuned 

byintroducedFCSCOOT technique.In this level of classification, images are classified into 

Parkinsonutilizing DNFN that is trained by introduced FCSCOOT approach. In addition, 

FCSCOOT technique is newly designed by combination of FC with CSCOOT algorithm.  

Furthermore, the success of using VGG19 for Parkinson's disease classification depends on the 

quality and diversity of the dataset, as well as the availability of relevant labeled images. 

Additionally, considerations such as data augmentation, cross-validation, and hyperparameter 

tuning can further enhance the model's performance. 
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