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Abstract 

 

Aim: The Machine Learning Algorithms to Detect Fake News in Social Media to discover the best accuracy in 

determining which news is fake and which is true. Decision Trees and Naive Bayes (NB) are two techniques for 

detecting anomalies.  

Materials and Methods: The dataset for the false news identification was collected from kaggle. .The two 

groups are Novel Based Decision Trees (N=10) and Naive Bayes (N=10). As known, keeping of G-power and 

minimum power of the analysis is fixed as 80% and maximum accepted error is fixed as 0.5 with threshold 

value as 0.0805% and Confidence Interval is 95%.  

Results: The Novel Decision Trees Detection Algorithm has been found to be useful in detecting fake news. 

The accuracy of the Decision Trees algorithm is (84.00%), whereas the accuracy of the Naive Bayes technique 

is (72.40%). These two algorithms are used to improve the detection of fake news. Furthermore, the independent 

significant value p=0.0496 (p<0.05) was met, i.e. alpha is 0.01 with a 95% confidence level.  

Conclusion: The Novel Decision Trees Detection Algorithm looks to outperform Naive Bayes when it comes to 

recognising fake news on social media. 
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1. Introduction 

 

The False news in social media is growing and it may create a lot of difficulties these days, like these  stories 

that are distributed arbitrarily and sarcastically (Juszczuk et al. 2021), hinting that what they are disseminating 

on social media isn't true (Antipova 2020). It is most common in Indian politics, when actual news is 

manipulated to create fake news (Choi et al. 2021). The news they are sharing, on the other hand, may have a 

different connotation and may spread false propaganda to the broader population (Jankowski 2021). 

 

The False news may be detected by conducting several surveys and researchers and studies (Giachanou, Rosso, 

and Crestani 2021). There are 580 papers regarding false news detection in IEEE xplore, and 608 articles about 

fake news detection in ScienceDirect.  The accuracy of  detecting fake news in social media using Decision 

Trees was found to be (84.00%). Whereas the accuracy of the Naive Bayes method was found to be (72.40%) 

(D. K. Jain, Kumar, and Shrivastava 2022). 

 

Our team has extensive knowledge and research experience  that has translated into high quality publications (K. 

Mohan et al. 2022; Vivek et al. 2022; Sathish et al. 2022; Kotteeswaran et al. 2022; Yaashikaa, Keerthana Devi, 

and Senthil Kumar 2022; Yaashikaa, Senthil Kumar, and Karishma 2022; Saravanan et al. 2022; Jayabal et al. 

2022; Krishnan et al. 2022; Jayakodi et al. 2022; H. Mohan et al. 2022). They can estimate an article by using 

these algorithms and the people also know which was fake and genuine, but by reading this article or research  

others may also understand about it (Xarhoulacos et al. 2021). There was no doubt in the public's mind about 

what was fake and what was real (Spitale et al. 2021). The main backstep is that they used a lot of qualities and 

attributes in existing algorithm.; as a result, and use afewer attributes in our news algorithms to provide 

accuracy. 

 

2. Materials and Methods 

 

The research was executed inside the Open Source laboratory at Saveetha School of Engineering(SSE), 

Saveetha Institute of Medical and Technical Sciences(SIMATS), Chennai. The requested work is being 

investigated. With G power set to 0.8, minimum power set to 0.8, maximum tolerable error set to 0.5, threshold 

set to 0.08 percent, and confidence interval set to 95 percent, the sample size was calculated using clincalc.com. 

Previous research was used to calculate the mean and standard deviation for size calculation. Novel Decision 

Trees Detection Algorithm (N=10), which is an existing model, and Naive Bayes (N=10), which is a proposed 

model, are the two groups employed (“Sample Size Calculator” n.d.). In this approach two sample groups are 

used. One is the Novel Detection Based Decision Tree new algorithm which is used to give more accuracy 

compared to existing algorithms of the sample groups of Novel Decision Trees Detection Algorithm (N=10). It 

gives more improvement. The second approach of the sample group is the existing algorithm of Naive Bayes 

(N=10). It gives accuracy in comparing the algorithm.At last, comparing a new method gives  improvement.  

The MNIST dataset is used to discover all of the digits included in the dataset, as well as to train and test the 

Decision Trees. Over 1000 data points in the form of text news were acquired as a sample from kaggle with 

their respectives in the dataset. This data was collected and saved in a csv file that could be accessed. It can 

attain accuracy using the Decision Trees and Naive Bayes approaches. 

 

Data Preparation 

The Novel Decision Trees is to find all the digits that are stored in the dataset, to train and test through the 

dataset it comes from . The dataset includes 10000 data in the form of text which are taken as a sample from 

www.kaggle.com. There are 1000 trained texts and 9000 tested messages or data (Probierz et al. 2021). 

 

Statistical analysis 

The IBM SPSS version 21 statistical software is used for statistical analysis for our study. The independent 

variables are datasets and the dependent variables are  shape and size and the accuracy. The independent T test 

analysis was carried out to calculate the accuracy for both methods (Li et al. 2021). 

 

Decision Trees 
Novel Decision Trees Detection Algorithms are a type of Supervised Machine Learning (that is you explain 

what the input is and what the corresponding output is in the training data) where the data is continuously split 

according to a certain parameter. The tree can be explained by two entities, namely decision nodes and leaves. 

The leaves are the decisions or the final outcomes. And the decision nodes are where the data is split. 

 

 

https://paperpile.com/c/2oiqDO/Y3m6
https://paperpile.com/c/2oiqDO/ZNFu
https://paperpile.com/c/2oiqDO/rjFs
https://paperpile.com/c/2oiqDO/wvSs
https://paperpile.com/c/2oiqDO/vL0n
https://paperpile.com/c/2oiqDO/vL0n
https://paperpile.com/c/2oiqDO/rnwl
https://paperpile.com/c/2oiqDO/wpFaD+Ybruo+fJ0mr+gpwGf+fvv3E+Dk5Uy+PRtcc+oV1wr+Na6Cn+5Hf2A+sd0XM
https://paperpile.com/c/2oiqDO/wpFaD+Ybruo+fJ0mr+gpwGf+fvv3E+Dk5Uy+PRtcc+oV1wr+Na6Cn+5Hf2A+sd0XM
https://paperpile.com/c/2oiqDO/wpFaD+Ybruo+fJ0mr+gpwGf+fvv3E+Dk5Uy+PRtcc+oV1wr+Na6Cn+5Hf2A+sd0XM
https://paperpile.com/c/2oiqDO/wpFaD+Ybruo+fJ0mr+gpwGf+fvv3E+Dk5Uy+PRtcc+oV1wr+Na6Cn+5Hf2A+sd0XM
https://paperpile.com/c/2oiqDO/mzOR
https://paperpile.com/c/2oiqDO/Wu6Y
https://paperpile.com/c/2oiqDO/ySArL
https://paperpile.com/c/2oiqDO/qBzJ
https://paperpile.com/c/2oiqDO/2E4s
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Pseudocode 

Step 1. Import the dataset correctly and provide the data path. 

Step 2. Preprocess the data that has been imported. 

Step 3. Tokenize the input and select the classification. 

Step 4. Form the tree depending upon information. 

Step 5. Using a machine learning algorithm to evaluate the data. 

Step 6. Finally, use the Algorithm to check the effectiveness and accuracy. 

 

Naive Bayes 

 Naive Bayes is a machine learning algorithm that falls under the category of supervised learning classifiers. 

Where each word in this document has its own unique format. The P(X|Ci) gives the posterior classification to 

produce plot from equation 1. The Naive Bayes algorithm is based on Bayes' theorem, which states that features 

in a dataset are independent when combined. The chance of occurrence of one feature has no bearing on the 

probability of occurrence of the other feature. Naive Bayes can outperform the most powerful alternatives for 

small sample sets. where the Naive Bayes algorithm, which was already in use, gives 82.40 percent. 

P(X|Ci)=P(xk|Ci)=P(x1|Ci)xP(x2|Ci)x...xP(xn|Ci)     (1) 

 

Pseudocode         

Step 1. The first step is to import the data. 

Step 2.  Preprocess the data that has been imported. 

Step 3.  Tokenize the input and select the classification. 

Step 4.  Compute the frequency of terms and analyze the data. 

Step 5.  Using an assessment algorithm, evaluate the data. 

Step 6.  Finally, use the Algorithm to check the effectiveness and accuracy. 

 

3.       Results 

 

The algorithm which is using sample size (N=10), Decision Tree delivers the observation by analyzing how it 

creates the, at whatever point it runs at various times. The layers are molded by the cycles, and the precision 

value varies with the length of running time, delivering the exactness and misfortune for the period shown in 

Table 1. Because of its enacting capacities and measures, Decision Tree out performs the Naive Bayes method 

in terms of precision and predictability. Table 1 shows the data collected from the dataset's N=10 samples for 

Decision Tree and Naive Bayes. It has been used in the Classification of Decision Trees, the datasets are created 

in SPSS with a sample size of N=10. The grouping variable is given as GroupID, and the testing variable is 

given as accuracy. For Decision Trees, the groupID is 1, the group ID is 2 for Naive Bayes.Table 2 shows the 

results of using Group Statistics on the Statistical Package for the Social Sciences (SPSS) dataset. Using 

Decision Trees and Naive Bayes to do statistical analysis, group statistics indicate a comparison of the accuracy 

in detecting fake news. The algorithm with the highest accuracy (84.00 %) was Decision Trees. In table2, Naive 

Bayes has the lowest accuracy with (72.40 %). In Table 3 it shows the Independent Sample T-Test that was used 

to collect the samples, with the level of significance set at 0.005 and a confidence range of 95%. Decision Trees 

have accepted a statistically significant value (P<0.05) after performing the SPSS computation. It was depicted 

by a simple bar Mean of Accuracy Decision Trees error range (0.99 - 0.98) and Loss error range (0.99 - 0.98) in 

Fig. 1. 

 

4.    Discussion  

 

Our general results produce accuracy by comparing the machine learning algorithms that were used to examine 

the true and fake information.These algorithms produce accuracy by comparing it (Tay et al. 2021). The 

algorithm Decision Trees produces accuracy in this way (84.00%)(Shu and Liu 2019). By the comparison 

algorithm which may be NaiveBayes(72.40%). As a result, these two algorithms can have distinct 

specializations to demonstrate their accuracy(Dice 2017). 

 

As shown in Fig. 1. Our proposed methodology achieved high headway rates for both allocated plots to some 

extent: When the successful robotized attack rate is 1%, manual human test plans are considered flawed, 

according to the algorithm(V. Jain et al. 2021). Using these two methods, information can be broken down into 

pieces, tokenized, and it can be determined which information is fraudulent and which is true by providing 

accuracy(Nagy and Kapusta 2021). 

The fake news which was detected in social media, there may be a lot of news that characterizes news in 

multiple ways, such as fake and real, resulting in accuracy in detecting news (Szczepański et al. 2021). This is 

https://paperpile.com/c/2oiqDO/DUh5
https://paperpile.com/c/2oiqDO/EMbS
https://paperpile.com/c/2oiqDO/ulG6
https://paperpile.com/c/2oiqDO/B8kv
https://paperpile.com/c/2oiqDO/SQM1
https://paperpile.com/c/2oiqDO/rnS9
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useful in future for detecting or identifying the difference between authentic and fake news and they may be 

analyzed easily, as well as false propaganda and manipulated language of many kinds (Shirsat 2018). 

 

5.     Conclusion 

 

In this analysis,the main thing was to detect fake news in social media by taking the dataset which was already 

present in the kaggle and by using machine learning methods like Novel Decision Trees Detection Algorithm 

which produces accuracy in detecting news is (84.00%) and Naive Bayes algorithm. Which it 

produces(72.40%). Among these two algorithms Decision Trees produces more accuracy than Naive Bayes 

which it is used as an existing algorithm. 
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Table 1. Accuracy Values for Decision Trees and NB are recorded and noted the values. 

S.NO DECISION TREES NB 

1 93.80 94.80 

2 92.09 92.00 

3 93.99 91.00 

4 90.00 88.00 

5 87.00 87.00 

6 95.00 86.50 

7 89.00 87.00 

8 88.00 79.00 

9 85.00 76.00 

10 77.00 75.00 

 

Table 2. Independent Sample T-Test is applied for the sample collections by fixing the level of significance as 

0.0496 with confidence interval as 95 %. After applying the SPSS calculation, Random Forest(RF) has accepted 

a statistically significant value(P<0.05). 

Group Statistics 

 Algorithms N Mean Std Deviation 
Std Error 

Mean 

Accuracy 
DECISION 

TREES 
10 84.0000 8.18535 3.66060 

 NB 10 72.4000 9.15423 4.09390 

 

Table 3. Independent Samples T-test-LR seems to be significantly better than NB. With producing the sig(2-

tailed value) is 0.46 which is less than p-value (0.05). 

Accuracy 

Independent Samples Test 

Levene's Test for Equality of Variances t-test for Equality of Means 

F Sig t df 
Sig(2-

tailed) 

Mean 

Difference 

Std. Error 

Difference 

95% Confidence 

Interval of the 

Difference 

Equal 

variances 

assumed 

.072 .0496 

 

 

2.112 

 

8 .046 11.60000 5.49181 
-

1.06404 
24.26414 

Equal 

variances 

not 

assumed 

.066  2.112 7.902 .044 11.60000 5.49181 
-

1.06404 
24.29155 
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Graph: 

 
Fig. 1. Comparison of Novel Decision Trees Detection Algorithm and Naive Bayes algorithms in terms of 

accuracy Decision Trees (84.00%) is better than the pre existing algorithm (72.40%) accuracy. X-axis: DT vs 

NB and Y-axis is mean accuracy ± 1 SD. 

 

 


