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Abstract 

 

Aim: This work is a comparative study of artificial intelligence Novel K-Nearest Neighbors Algorithm (KNN) 

and Novel Artificial neural network for the house price prediction system to improve the accuracy of house 

price prediction. 

Materials and methods: From Machine Learning, Novel K-Nearest Neighbors (N=10) and Novel Artificial 

neural network (N=10)methods are simulated by varying the KNN parameter and Novel Artificial neural 

network to optimize the pH.The sample size was calculated using the G power of 80% for two groups and there 

are 40 samples used in this work. 

Results: Based on the obtained results KNN has significantly better classification accuracy (67.92) compared to 

the Novel Artificial neural network algorithm (61.94) Statistical significance difference between long short term 

memory and Novel Artificial neural network was found to be 0.156 (p>0.05) which infers that both groups are 

insignificant.  

Conclusion:The ANN algorithm produces better results in prediction on house price monitoring to improve the 

price prediction accuracy than the Novel  Artificial neural network algorithm. 
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1. Introduction 

 

In this research work, artificial intelligence and 

machine learning is a good prediction method that 

had a great impact on house price prediction 

(Akyuz, Erdogan, and Yildiz, n.d.) which makes 

the price prediction based on infinite houses and 

their land zones in the city. The destruction of fake 

prices acts like perhaps the best danger to the idea 

of consistent truth using novel classification 

accuracy (Kaushal and Shankar, n.d.) since the 

advancement of the fake prices in prediction of the 

house,there has been a developing joint exertion by 

the scholarly local area to explore and create the 

approaches fit for the investigating (Kirkeby and 

Larsen 2021) and also used to recognize and 

intercede an exhibition of fraud in house price 

prediction.The importance of this research study is 

to identify the logical proof that has effectively 

uncovered the multiple fake price of a house bogus 

action in search of houses (Ahtesham, Bawany, and 

Fatima 2020) the various artificial intelligence 

applications of this research study is real estate 

price prediction system and to apply limited 

features of house price predictions up to an 

arbitrary likelihood of roughly 62% correctness 

(Sarip and Hafez 2015) moreover,the battle against 

the unregistered house dealers the informal 

community and the plot utilization issues 

indistinguishable (Chai et al. 2018). 

The Literature survey in house price prediction 

systems and many comparisons have also been 

done for this prediction. There are several research 

papers available in  IEEE Xplore and Science 

Direct. Around 300 articles are identified that relate 

relevant research to house price prediction. 

Although the accuracy of the price prediction 

software has remarkably developed and marked 

over the past two decades (Samukcham 2021), it is 

important to note that the automatic price 

prediction in house price prediction systems is not 

entirely automatic (Kirkeby and Larsen 2021). 

Identification accuracy can be a bit poor in cases 

where the image captured conditions are not 

optimal (Kaushal and Shankar, n.d.). To manage 

this uncertainty,in many applications algorithms 

have human users with a ‘house list’ displaying the 

topmost matching image which were collected 

from the database ranked in the order of 

resemblance to the scrutiny image (Deghi et al. 

2020b).Our team has extensive knowledge and 

research experience  that has translated into high 

quality publications(K. Mohan et al. 2022; Vivek et 

al. 2022; Sathish et al. 2022; Kotteeswaran et al. 

2022; Yaashikaa, Keerthana Devi, and Senthil 

Kumar 2022; Yaashikaa, Senthil Kumar, and 

Karishma 2022; Saravanan et al. 2022; Jayabal et 

al. 2022; Krishnan et al. 2022; Jayakodi et al. 2022; 

H. Mohan et al. 2022) 

From this literature survey, it can be concluded that 

this K-nearest neighbor algorithm for house price 

prediction systems helps for the house price 

prediction systems to improve the accuracy of 

house price which brings effective results as the 

previous results were giving less accuracy as it was 

detecting some false images. In this system, the 

algorithm tracks the false of house’s price in house 

price prediction (Zhang et al. 2020) has been 

implemented in accuracy for artificial intelligence 

in machine learning algorithm, laboratory of 

neurogenetics and neuroscience algorithm, K- 

Neighbor algorithm. The aim of the study is to 

show that the  K-Nearest Neighbors algorithm 

appears to perform better among all the algorithms. 

In the previous study efficiency of predicting the 

house price in a city by using classifications of 

accuracy with the proposed K-Nearest Neighbor 

algorithm to improve the classification accuracy. 

Eventually , the proposed approach validity is 

estimated utilizing data recovery measurements 

like affectability,exactness,and precision (Deghi et 

al. 2020a). 

 

2. Materials and Methods 

 

The research work is carried out in the 

Programming Lab Of Machine Learning, 

Department Of Computer Science And Engineering 

at Saveetha School Of Engineering, Saveetha 

Institute Of Medical And Technical Sciences, 

Chennai.The sample size has been calculated using 

G power software by comparing the process and 

their results. In each group, Two numbers of 

groups are selected for comparing the process and 

their results. In each group, 20 sets of samples and 

40 samples in total are selected for this work. The 

pre-test power values calculated using G power 3.1 

software (g power setting the parameters: statistical 

difference between two independent means, 

α=0.05, power=0.80,two algorithms (K-Nearest 

Neighbors and Artificial neural network) are 

implemented using technical analysis software. In 

this work, no human and animal samples were used 

so no required (G and Sundar 2020). 

K-Nearest Neighbor  

K-nearest neighbor is one in all the only machine 

learning algorithms supported supervised learning 

technique. KNN algorithm program assumes the 

similarity between the new data and market cases 

into the class, that’s the most almost like market 

classes. The KNN algorithm program stores all the 

similarities. 

The main aim and principle behind nearest method 

is 

● To find a predefined number of training 

sample close in distance to the new data 

point 

● To predict the new labeo from there 

number of training samples KNN could be 
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the non-parametric algorithm program as a 

result of it doesn’t build any assumption 

on underlying knowledge. It’s conjointly 

referred to as a lazy learner algorithm 

program as a result of it doesn’t learn from 

the coaching set directly instead it stores 

the dataset and at the time of 

classification, it performs an associate on 

the dataset. 

This algorithm is used to take care of grouping 

model issues. The K-Nearest Neighbor algorithm 

or KNN algorithm essentially makes an imaginary 

boundary to classify the data. When new data 

points come in, the algorithm will try to anticipate 

that to the nearest to the boundary line. 

Accordingly larger k value means smoother covers 

of separation resulting in less complicated models, 

Though more modest k value tends to over fit the 

historical data and predict the future 

Input: Training and testing data  

Output: Accuracy  

Step 1. Import dataset 

Step 2. Preprocess the data  

Step 3. x,y(define the features 

needed) 

Step 4. Split the dataset into train 

and test data 

Step 5. Define the model 

Step 6. Define the evaluation 

method 

Step 7. Fit the model on the 

training and test data 

Step 8. Evaluate the model on the 

dataset 

Step 9. Report performance 

Novel Artificial Neural Network  

Novel Artificial Neural Network (ANN) or neural 

networks are computational algorithms. It intended 

to simulate the behavior systems composed of 

“neurons”. ANNs are computational models 

inspired by an animal’s central system of 

interconnected “neurons” which can compute 

values from inputs. A neural network is an oriented 

graph. It consists of nodes which in the biological 

analogy represent neurons, connected by srcs. It 

corresponds to dendrites and synapses. Neural 

networks find great applications in data mining 

used in sectors. For example economics, forensics, 

etc and for pattern recognition. It can be also used 

for data classification in a large amount of data 

after careful training. 

A neural network may contain the following 3 

layers: 

● Input layer : The activity of the input units 

represents the raw information that can 

feed into the network. 

● Hidden layer : To determine the activity of 

each hidden unit. The activity of the 

hidden units  and the weights between the 

hidden and output units 

● Output layer :The behavior of the output 

units depends on the activity of the hidden 

units and the weights between the hidden 

and output units. 

ANNs are considered as simple mathematical 

models to existing data analysis technologies. 

Although it is not a comparable model to enhance 

existing data analysis technologies. Although it is 

not comparable with the power of the human brain, 

still it is the basic building block of Artificial 

intelligence. 

          Input: Training and Testing data 

           output: Accuracy score 

           Step 1. From sklearn import 

artificial intelligence 

           Step 2. Import dataset 

           Step 3. Preprocess the data 

           Step 4. x,y(Define the features 

needed) 

           Step 5. Split the dataset into 

training and testing sets 

           Step 6. Fit the ANN algorithm on 

the training and testing dataset 

           Step 7. Train the ANN algorithm 

           Step 8. Predict the result 

           Step 9. Calculate the accuracy 

score. 

The hardware configuration was an intel core i5 

processor with a RAM size of 8GB, the system 

type used was a 64bit OS, X64 based processor 

with an HDD of ITB. The operating system used 

was Apple ios and the tool used for implementing 

was jupiter Notebook with python programming 

language. 

Statistical Analysis  

SPSS software is used for statistical analysis of 

KNN and the ANN algorithm between house price 

predicting groups was done through SPSS version 

2. The independent variable is KNN accuracy and 

the dependent variable is efficiency. The 

independent T-test analyses Novel K nearest 

neighbor algorithm approach gives accuracy of the 

KNN (Samukcham 2021) for both methods. The 

proposed Novel K nearest neighbor algorithm 

approach gives accuracy 67.92% which is 

significantly better in classification accuracy when 

compared to the ANN algorithm which has less 

accuracy 61.94%. 

 

3. Results 

 

Table 1 shows the simulation results of the 

proposed algorithm Novel K-Nearest Neighbors 

and the existing system Novel Artificial neural 

network were run at different intervals in the apple 

os and mean accuracy of the KNN algorithm was 

67.92% and the Novel Artificial Neural Network 

was 61.94%. 

Table 2 represents the T-test along with the Novel 

Artificial neural network algorithm.The mean, 

https://paperpile.com/c/UKzDZ1/VZZBk


Section A-Research paper A Novel Approach for Predicting House Price Using K-Nearest Neighbor Algorithm 

Comparing Accuracy Prediction with Artificial Neural Network 

 

Eur. Chem. Bull. 2023, 12 (S1), 4473 – 4479                                                                                                                       4476  

standard deviation and standard error mean were 

calculated by taking an independent variable T-test 

along with the Novel Artificial Neural Network 

algorithm with a p value of 0.156 and effect size = 

1.313. 

This represents the Mean of the KNN algorithm 

which is better compared with the Artificial neural 

(ANN) algorithm with a standard deviation of 1.10 

and 0.894 respectively. From the results, the KNN 

algorithm (67.92%) gives better accuracy than the 

Novel Artificial neural network (ANN) algorithm 

(61.94%). Figure 1 gives the comparison chart of 

KNN of Novel Artificial neural network (ANN) 

algorithms in terms of mean and accuracy. The 

mean accuracy of the KNN algorithm is better than 

the Novel Artificial neural network (ANN). 

 

4. Discussion 

 

The KNN and Novel Artificial neural network 

(ANN) algorithms are implemented and compared 

the prices for prediction to improve the accuracy of 

house prices. From obtained results, it is concluded 

that the KNN algorithm provides better accuracy 

results compared to the Novel  Artificial neural 

network (ANN) algorithm.The Data evaluation was 

performed using KNN SPSS tool (Kaushal and 

Shankar, n.d.). The experiments were conducted 

among the study groups K-Nearest Neighbors and 

Novel Artificial neural network by varying sample 

size. 

In the recent surveys, the proposed (Kamencay et 

al. 2016) Novel K-nearest neighbors has increased 

throughput value with 67.92 and significance 

valueless with 0.059 (Kamencay et al. 2016). In 

this research work, Novel  Artificial neural network 

and the K-nearest neighbors  algorithms were 

analyzed for increasing the throughput percentage 

of student access privilege. It is observed that the 

K-Nearest Neighbors appear to increase the 

throughput compared to the Novel  Artificial neural 

network algorithm (61.94%). The sigmoid function 

maps the predictions to the probabilities of the K-

Nearest Neighbor based on the access privilege.The 

main advantage of using KNN algorithm is fast 

processing, high quality of output. The 

disadvantage of using ANN algorithms is less 

accuracy, more time complexity. The experimental 

results of machine learning and artificial 

intelligence show evidence there is a significant 

difference between the Novel Artificial neural 

network and K-nearest neighbors algorithms 

(Kaushal and Shankar, n.d.). In this paper , the 

Novel  Artificial neural network algorithm was 

implemented with an accuracy percentage of 

61.94%. From the above discussion, it was 

observed that the factors which affect the current 

research study were due to attributes that affect the 

throughput percentage of house price databases in 

the research work are title, text, subject, data (G 

and Sundar 2020). The attributes that mainly 

concentrated to increase the throughput were to 

predict the correct price of a house. 

The limitations of the proposed work are one of the 

attributes in the price prediction dataset used for 

predicting the house price in the residential area . 

The easy access and exponential growth of the 

information available on the residential database 

have made it intricate to distinguish between 

original and fake price. House price prediction has 

limited paper prediction ability based on future 

prices of the house, which makes better house price 

prediction in the future. The Novel Artificial neural 

network algorithm can address future predictions of 

house price’s. 

 

5. Conclusion  

 

The proposed K-nearest neighbors algorithm to 

find the house price prediction.This research study 

applied the K-Nearest Neighbors algorithm using 

ANN algorithm to find the house price prediction. 

The Proposed  KNN proved with better accuracy of 

67.92%  when compared to Novel Artificial neural 

network accuracy is  61.94% for predicting the 

price of a house in a locality. 
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Table 1. Group Statistics results Mean of K-Nearest Neighbors Algorithm is 67.921% is more compared to 

Novel artificial neural network 61.94% and standard error mean for KNN is 0.32 and ANN is 61.94. 

  Algorithms N Mean 
Standard 

Deviation 

Standard 

Error 

Mean 

 

Accuracy 

  

      KNN 10 67.9210 0.97602 0.30864 

ANN 10 61.9470 0.76178 0.24090 
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Table 2: This Independent sample t-test obtained the significance as 0.156 (p>0.05), mean difference, std. error 

difference, and lower and upper interval difference. Independent samples t-test is applied for comparison of KNN and 

ANN. 

 

Leven’s test 

for equality of 

variance 

T-Test for Equality of Means 

 

f 

 

sig 

 

t 

 

df 

 

sig 

 

Difference 

 

std 

95% Confidence 

Interval Of 

Difference 

Lower  upper 

 

 

 

Accuracy 

Equal 

variance 

assumed 

2.190 0.156 15.258 18 0.003 5.97400 0.39153 5.15144 6.79656 

Equal 

Variance 

not 

assumed  

  15.258 16.997 0.003 5.97400 0.39153 5.14794 6.80006  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Comparison of K-Nearest Neighbors algorithm and Novel Linear Regression in terms of mean and 

accuracy. The mean accuracy of the KNN algorithm is better than the ANN algorithm. X-axis: KNN vs ANN, 

Y-axis: Mean accuracy of detection ±1 SD 

 


