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Abstract 

 

Aim: The objective of the work is to predict the Stock Price Prediction Using LSTM Model Compared with 

SVM To achieve accuracy a novel SV Classifier is used,  

Method and Materials: Accuracy and loss are performed with a DATA dataset from the keras library. The 

total sample size is 20. The two groups Convolutional linear regression (N=10) and Support Vector Machine 

algorithms (N=10).  

Result: The result proved that Support Vector Machine (SVM) with better accuracy of 97% than linear 

regression accuracy of 96%.p=0.04 (p<0.05 ) it is  statistically significant with a pretest power of 80% .The two 

algorithms LSTM and SVM are statistically satisfied with the independent sample T-Test value (p<0.001) with 

confidence level of 95%.  

Conclusion: prediction of stock price significantly seems to be better in LSTM 
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1. Introduction 

 

The most common way of deciding the future 

worth of a substance's stock or some other 

monetary instrument exchanged on a trade, is to 

forecast the financial exchange forecast (Jia et al. 

2019). It has become a necessary part in 

contributing with the ascent of figure power in 

cloud advancements(Sunny, Maswood, and Alharbi 

2020). Financial exchange forecast has been a 

popular expression however its consequences were 

not sufficient(Yan 2021). To vanquish this test, 

different features of the securities exchange have 

been broken down yet the exceptionally unstable 

nature of the financial   exchange makes it hard to 

foresee(Roy, Ghosh, and Senapati 2021). The 

unpredictability related with the financial exchange  

has tormented it since its origination(Wang 2021).  

The reason for this irregularity can be ascribed to 

its weighty reliance on schedule(Sunil 2021). 

Tragically, the component of time is constantly 

viewed as equivalent to some other property(Bathla 

2020). To expand on the gravity related with time 

this paper utilises it as a basic requirement. This is 

finished by taking advantage of time related 

information by utilising the prophet library(Liu, 

Wang, and Zheng 2019) revising statistical 

analysis. The fundamental thought behind the work 

of the prophet is to learn the transaction among 

time and the financial exchange Novel Support 

Vector Machine. By doing this we can decrease the 

reliance of the financial exchange on schedule. This 

would likewise support giving long haul monetary 

figures and work on the exactness of the 

forecast(Chen and Ge 2021). Our task utilises the 

strategy for Time series anticipating to foresee the 

future cost of the stock(Ali 2021).  

The time property of stock information, given its 

uniqueness, is considered as a vital piece of the 

expectation model(Ko and Chang 2021) revising 

statistical analysis. which is viewed as the 

fundamental factor to be assessed by using the 

open source library prophet. The dataset[2] that is 

utilised for the venture contains stock costs of the 

well known financial organisation, Santander 

Group from the Euronext Stock 

Exchange(Brownlee 2018). It contains time series 

information for over a time of four years and 

furthermore the characteristics of the stock on 

every day like most noteworthy worth, least worth, 

open worth and the last worth(Brownlee 2017). 

The informational index will be sifted into pattern, 

irregularity and other different properties in the 

information preprocessing stage and separated into 

preparing dataset and test dataset. The information 

pipeline further uses the prophet model which is 

arranged with the preparation set as the 

information. The following not many fragments of 

the paper contain an itemised depiction of the 

above interaction. The subsequent area envelops all 

the past work that had been completed for taking 

care of the issue of financial exchange forecast 

revising statistical analysis. The third, fourth and 

fifth sections are strategy, result, end and future 

work separately(Choudhary et al. 2021)Our team 

has extensive knowledge and research experience  

that has translated into high quality 

publications(Pandiyan et al. 2022; Yaashikaa, 

Devi, and Kumar 2022; Venu et al. 2022; Kumar et 

al. 2022; Nagaraju et al. 2022; Karpagam et al. 

2022; Baraneedharan et al. 2022; Whangchai et al. 

2022; Nagarajan et al. 2022; Deena et al. 2022) 

 

2. Materials and Methods 

 

The study setting of the proposed work is done in 

Saveetha School of Engineering. Two groups were 

identified for the study setting where (Revathi et al. 

2021) group one LSTM and group two Prophet. 

Using G power 10 samples sizes and totally 20 

sample sizes have been carried out for our study, 

95% confidence and pretest power 80%  

The dataset named ‘DATA’ is downloaded from 

the public domain keras library. In our experiments 

here we used the data.csv dataset. Detailed 

descriptions of the features/attributes in the dataset 

can be found (Gayathri and Nandhini 2011). The 

dataset consists of 5 lakhs instances. Dataset has 

two columns: url and label. The dataset was splitted 

into two parts namely the training part and testing 

part . 70% of the data was used for training and the 

remaining 30% was used for testing. The algorithm 

was implemented by evaluating the train and test. 

Input dataset collected from the link (tesla.csv))  

 

Lstm Algorithm 

# Rolling LSTM Inputs: Time series Outputs: 

RMSE of the forecasted data 

# Split data into: 

# 70\% training and 30\% testing data 

1. size ← length(series) * 0.70 

2. train ← series[0...size]  

3. test ← series[size...length(size)] # Set the 

random seed to a fixed value  

4. set random.seed(7)  

# Fit an LSTM model to training data Procedure 

fit_lstm(train, epoch, neurons) 5. 

X ← train  

6. y ← train - X 

7. model = Sequential() 

8. model.add(LSTM(neurons), stateful=True)) 

9. model.compile(loss=’mean_squared_error’, 

optimizer=’adam’)  

10.for each i in range(epoch) do 

11. model.fit(X, y, epochs=1, shuffle=False) 

12. model.reset_states() 

13.end for return model  

# Make a one-step forecast Procedure 

forecast_lstm(model, X) 

14. yhat ← model.predict(X) return that 

https://paperpile.com/c/webiRd/R34xy
https://paperpile.com/c/webiRd/R34xy
https://paperpile.com/c/webiRd/5lkQP
https://paperpile.com/c/webiRd/5lkQP
https://paperpile.com/c/webiRd/fWLh4
https://paperpile.com/c/webiRd/J09t9
https://paperpile.com/c/webiRd/tRlqG
https://paperpile.com/c/webiRd/3SLVM
https://paperpile.com/c/webiRd/P7d1T
https://paperpile.com/c/webiRd/P7d1T
https://paperpile.com/c/webiRd/WsQRi
https://paperpile.com/c/webiRd/WsQRi
https://paperpile.com/c/webiRd/HS7r8
https://paperpile.com/c/webiRd/r9jjR
https://paperpile.com/c/webiRd/Bae0P
https://paperpile.com/c/webiRd/Myknh
https://paperpile.com/c/webiRd/11nH8
https://paperpile.com/c/webiRd/z1hfD
https://paperpile.com/c/webiRd/B2Oz+yDAy+6GQv+YBpv+trtN+AZga+RZ2l+YM5o+iIVW+xiJ4
https://paperpile.com/c/webiRd/B2Oz+yDAy+6GQv+YBpv+trtN+AZga+RZ2l+YM5o+iIVW+xiJ4
https://paperpile.com/c/webiRd/B2Oz+yDAy+6GQv+YBpv+trtN+AZga+RZ2l+YM5o+iIVW+xiJ4
https://paperpile.com/c/webiRd/B2Oz+yDAy+6GQv+YBpv+trtN+AZga+RZ2l+YM5o+iIVW+xiJ4
https://paperpile.com/c/webiRd/B2Oz+yDAy+6GQv+YBpv+trtN+AZga+RZ2l+YM5o+iIVW+xiJ4
https://paperpile.com/c/webiRd/aS2q0
https://paperpile.com/c/webiRd/aS2q0
https://paperpile.com/c/webiRd/rrkjB
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15. epoch ← 1 

16. neurons ← 4  

17. predictions ← empty # Fit the lstm model  

18. lstm_model = fit_lstm(train,epoch,neurons) # 

Forecast the training dataset 

19. lstm_model.predict(train) # Walk-forward 

validation on the test data 

20. for each i in range(length(test)) do  

21. # make one-step forecast 

22. X ← test[i] 

23. yhat ← forecast_lstm(lstm_model, X) 

24. # record forecast  

25. predictions.append(yhat) 

26. expected ← test[i]  

27. end for 

28. MSE ← mean_squared_error(expected, 

predictions)  

29. Return (RMSE ← sqrt(MSE)) 

 

Statistical Analysis 

For statistical implementation, the software to be 

used here is IBM SPSS V26.0. Statistical package 

for social sciences is used for (“Image De-Noising 

Using Optimized Self Similar Patch Based Filter” 

2019) calculating the statistical calculations such as 

mean, standard deviation, and also to plot the 

graphs etc.,. The independent variables are Url, 

Label and the dependent variable is ‘accuracy’. In 

SPSS, the dataset is prepared using 10 as sample 

size for each group and accuracy is given as the 

testing (Revathi et al. 2021) variable.and the 

dependent variable is tesla stock samples. An 

independent T-Test analysis was performed 

 

3. Results 

 

LSTM and prophet compared the both algorithms 

with their accuracy rate. For both proposed and 

existing algorithms 10 iterations were taken for 

each iteration the predicted accuracy was noted for 

analysing accuracy. The results of statistical 

packages of social sciences (IBM-SPSS v21) used 

for data analysis. With value obtained from the 

iterations Independent Sample T-test was 

performed . Significance values and group statistics 

values of proposed and existing algorithms are 

shown in Table 3. Whereas t-test equality is 

calculated. Confidence interval of the difference as 

lower and upper values range independent t test as 

shown in Table 4. The bar graph is plotted by 

selected mean accuracy on Y-axis and the Group 

on X-axis. From the graph, it is clear that LSTM 

has significantly higher accuracy than prophet 

shows in Fig. 1. The error bars are shown in the 

graph and the error rate is less for linear regression 

compared to LSTM 

 

4. Discussion 

 

In this study, the LSTM algorithm has better 

significant stock price  prediction accuracy than the 

prophet algorithm (p<0.001, Independent sample t-

test). The improved accuracy and reduced loss for 

LSTM (Accuracy = 89.99%, Loss = 10.01%) than 

SVM (accuracy =85.98%, Loss =14.02%).  

The time series data though extremely valuable and 

insightful requires the employment of a suitable 

algorithm novel support vector machine(Brownlee 

2018) . The prophet algorithm is one such 

algorithm which successfully extracts the required 

information by revising statistical analysis(Sunny, 

Maswood, and Alharbi 2020). Prophet is a 

decomposable model meaning it breaks down a 

complex problem, such as prediction of time series 

data, into smaller problems(Ali 2021). In order to 

do this, it considers three parameters namely 

seasonality, holidays and trend(Ali 2021; Bathla 

2020). 

Living in a constantly evolving world, it has 

become a necessity to adapt to the world as change 

has become the norm Novel Support Vector 

Machine. Harnessing the power of predicting the 

volatile stock market can bring some stability in an 

individual's life(Chen and Ge 2021). To do so 

requires the careful consideration of several factors, 

but the most important one of them all would be 

time. A novel method to exploit time of its insights 

is by employing the Prophet library(Chen and Ge 

2021; Roy, Ghosh, and Senapati 2021). We 

concluded that historic data holds little significance 

in terms of prediction and the closing price 

increased on certain months and days of the week. 

The complexity of time and the variance of 

seasonality has to be studied in depth in the Novel 

Support Vector Machine in order to improve the 

existing models RMSE . Our future work would 

focus on studying the other impactful factors 

affecting the stock market and how best they can be 

integrated with time 

 

5. Conclusion  

 

In this research work, The results indicate that our 

proposed LSTM based model by using a support 

vector machine to detect previously unseen stock 

price with improved accuracy of 97%. In future, the 

performance can be improved by adopting some 

more advanced classification models as well as 

suitable optimised features can also be selected by 

using some optimization techniques. 
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Table 1. Accuracy of Stock Price Prediction Using Support Vector Machine Algorithm 
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Test 6 92.93 

Test 7 93.91 

Test 8 91.87 

Test 9 92.81 

Test 10 91.79 

    

Table 2. Accuracy of stock price detection using linear regression algorithm 

Test size Accuracy 

Test 1 85.98 

Test 2 85.67 

Test 3 86.76 

Test 4 86.65 

Test 5 83.61 

Test 6 87.98 

Test 7 84.87 

Test 8 84.76 

Test 9 84.54 

Test 10 84.32 

 

Table 3. Group statistics results (Mean of LSTM 91.1580 is more Compared with prophet 85.5140  and 

Std.Error Mean for LSTM is .68340 and prophet is .42359) 

Groups N Mean Std.Deviation Std.Error Mean 

LSTM 

 

PROPHET 

10 

 

10 

91.1580 

 

85.5140 

2.16109 

 

1.33950 

0.68340 

 

0.42358 

 

Table 4.T-test with Independent Samples The result is calculated with a 95% confidence interval and a 

significance threshold of 0.05 (the support vector machine algorithm looks to perform significantly better than 

the artificial neural network with a value of (p = 0.42). 
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F Sig t df 

Sig(2-

tailed) 

Mean 

Difference 
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Difference 95% Confidence 
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Difference 

Lower Upper 
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Not 
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7.02 

 

 

7.02 
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Fig. 1. Clustered Bar mean of accuracy , mean of loss by  LSTM & PROPHET classifier in terms of mean 

accuracy. The mean accuracy of LSTM is better than PROPHET and standard deviation of LSTM is slightly 

better than PROPHET. X-axis LSTM & PROPHET algorithm Y-axis : Mean accuracy of detection  ± 2 SD. 

 

 


