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Abstract 

 

Aim: The aim of this research article is to detect the spam comments on YouTube videos with an enhanced 

accuracy rate by using Innovative Logistic Regression (LR) in comparison with K-Nearest Neighbor (KNN) 

Classifier.  

Materials & Methods: The data set in this paper utilizes UCI machine learning repositories. The sample size 

of predicting the spam comments on YouTube videos with enhanced accuracy rate was sample 80 (Group 1=40 

and Group 2 =40) and calculation is performed utilizing G-power 0.8 with alpha and beta qualities are 0.05, 0.2 

with a confidence interval at 95%. Predicting the spam comments on YouTube videos with enhanced accuracy 

rate is performed by Innovative  Logistic Regression (LR) whereas a number of samples (N=10) and K-Nearest 

Neighbor (KNN) were the number of samples (N=10).  

Results: The Innovative Logistic Regression (LR) classifier has 94.4785 higher accuracy rates when compared 

to the accuracy rate of K-Nearest Neighbor (KNN) is 88.3435. The study has a significance value of p<0.05 i.e. 

p=0.0243.  

Conclusion: Innovative Logistic Regression (LR) provides the better outcomes in accuracy rate when 

compared to K-Nearest Neighbor (KNN) for detecting the spam comments on YouTube videos with enhanced 

accuracy rate. 
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1. Introduction 

 

The goal of the research article is to increase the 

accuracy of predicting spam comments on 

YouTube videos. YouTube is one of the most 

famous and well-known social media sites. 

YouTube is functioning as for the user to upload or 

share any relevant videos. Any Internet user from 

all over the world can watch the video online. 

From the video in YouTube, users not only can 

share their videos, but also can comment on the 

videos. Comments that came from the users 

sometimes not only to praise the good video or 

criticize videos they dislike but also post an 

unwanted or unsolicited and unrelated electronic 

message that is sent in bulk to a group of recipients 

which is also known as spam(Stukus, Patrick, and 

Nuss 2019). Spam causes many problems, 

including wasting the user’s time, memory and 

using up network bandwidths. Organizations and 

users could face financial loss due to the threat of 

spam(Stukus, Patrick, and Nuss 2019). Some of 

the spammers use the comment part on YouTube 

for advertising issues, while others are responsible 

for distributing computer viruses and there are 

some spam messages intended to steal the user's 

financial identities(Council of Europe 2007). The 

most concerning threats of spam are when 

involving malicious spam that will lead to phishing 

websites once the users click the link(Aiyar and 

Shetty 2018) and the distribution of malware. To 

overcome this problem and to protect the online 

social networks from spammers and promoters, we 

proposed a new approach to classify the users as 

legitimate, spammers, or promoters by using an 

Innovative logistic regression algorithm. The 

statistical analysis of results indicates that the 

proposed logistic regression method shows good 

accuracy results. 

 

Recently, many techniques have been proposed for 

automatic spam comment detection that can be 

categorized into machine learning (ML) and deep 

learning (DL) techniques based on the feature 

selection and learning mechanism. IEEE Explore 

published 117 research papers, and Google Scholar 

found 158 articles. Lee et. al propose a multi-level 

hierarchical system to identify offensive videos. 

They use multimedia content (frame, color, 

images), contextual metadata, hash signature 

(encrypted video header) as discriminatory 

features (Lee, Shim, and Kim 2009).  proposed a 

framework to detect Web spamming which uses 

social network mettrics. A framework to detect 

spamming in tagging systems, which is a type of 

attack that aims at raising the visibility of specific 

objects, was proposed in (Harth and Koch 2012). 

Chowdhury Rashid et al. (Rahman et al. 2020) 

generated a lift chart by using three different data 

mining models. This lift chart finds out the lift 

score when compared to a random guess. The 

predicted probability for the three different data 

mining models i.e. Naïve Bayes, Decision Tree, 

and Clustering is calculated. Tulio C. Alberto et 

al.(Alberto, Lochter, and Almeida 2015) used 

different classification algorithms i.e. Naïve 

Bayes, Decision tree, SVM, Random forest, and 

Innovative logistic regression on five different 

datasets. They have achieved a confidence level of 

almost 99 % on all these classifiers. Saumya Goyal 

et al. (Goyal, Chauhan, and Parveen 2016) spam 

message detection on real twitter social media 

dataset is applied using KNN and decision tree. A 

study conducted by Alberto et al., (Alberto, 

Lochter, and Almeida 2015) were using six (6) 

classifiers to find which classifier gives better 

performance in detecting YouTube spam 

comments. Classifier users consist of K-Nearest 

Neighbor (KNN), Decision Tree (DT), Random 

Forest (RF), Naïve Bayes (NB), Support Vector 

Machine (SVM), and Innovative  Logistic 

Regression (LR). The most cited article was 

(Alberto, Lochter, and Almeida 2015; Othman and 

Din 2019) in IEEE Explore with 19 citations and 

785 full text views. 

 

Our team has extensive knowledge and research 

experience  that has translated into high quality 

publications (K. Mohan et al. 2022; Vivek et al. 

2022; Sathish et al. 2022; Kotteeswaran et al. 

2022; Yaashikaa, Keerthana Devi, and Senthil 

Kumar 2022; Yaashikaa, Senthil Kumar, and 

Karishma 2022; Saravanan et al. 2022; Jayabal et 

al. 2022; Krishnan et al. 2022; Jayakodi et al. 

2022; H. Mohan et al. 2022). The main drawback 

with this existing method is in large datasets, this 

can lead to the model being overly matched in the 

training set, which means exceeding the accuracy 

of the predictions in the training set and the model 

may not be able to predict accurate results in the 

test set. This paper proposed a Innovative logistic 

regression (LR) classifier to detect the spam 

comments on YouTube videos and compares the 

results with the K-Nearest Neighbor (KNN) 

classifier on the basis of accuracy, precision, and 

recall values. Innovative Logistic regression is 

easier to train and implement as compared to the 

KNN method. The aim of this paper is to evaluate 

the accuracy of the LR and K-NN classifier before 

and after optimizing the important parameters 

using the Python software tool. The comparison of 

the two different models LR and K-NN are to be 

tested. The performance analysis of the proposed 

spam comment detection method gives better 

results than the existing K-NN method. 

 

https://paperpile.com/c/Ka3gCL/wxTU
https://paperpile.com/c/Ka3gCL/wxTU
https://paperpile.com/c/Ka3gCL/wxTU
https://paperpile.com/c/Ka3gCL/byux
https://paperpile.com/c/Ka3gCL/8n4O
https://paperpile.com/c/Ka3gCL/8n4O
https://paperpile.com/c/Ka3gCL/gjn9
https://paperpile.com/c/Ka3gCL/w2gT
https://paperpile.com/c/Ka3gCL/4d2i
https://paperpile.com/c/Ka3gCL/4d2i
https://paperpile.com/c/Ka3gCL/4d2i
https://paperpile.com/c/Ka3gCL/4d2i+q4ibi
https://paperpile.com/c/Ka3gCL/4d2i+q4ibi
https://paperpile.com/c/Ka3gCL/BBJB1+r5OZ4+y5jve+rCWd9+bpThD+wdDJX+QW8n0+yHAIr+SlNqa+1qX0F+Dg7eW
https://paperpile.com/c/Ka3gCL/BBJB1+r5OZ4+y5jve+rCWd9+bpThD+wdDJX+QW8n0+yHAIr+SlNqa+1qX0F+Dg7eW
https://paperpile.com/c/Ka3gCL/BBJB1+r5OZ4+y5jve+rCWd9+bpThD+wdDJX+QW8n0+yHAIr+SlNqa+1qX0F+Dg7eW
https://paperpile.com/c/Ka3gCL/BBJB1+r5OZ4+y5jve+rCWd9+bpThD+wdDJX+QW8n0+yHAIr+SlNqa+1qX0F+Dg7eW
https://paperpile.com/c/Ka3gCL/BBJB1+r5OZ4+y5jve+rCWd9+bpThD+wdDJX+QW8n0+yHAIr+SlNqa+1qX0F+Dg7eW
https://paperpile.com/c/Ka3gCL/BBJB1+r5OZ4+y5jve+rCWd9+bpThD+wdDJX+QW8n0+yHAIr+SlNqa+1qX0F+Dg7eW
https://paperpile.com/c/Ka3gCL/BBJB1+r5OZ4+y5jve+rCWd9+bpThD+wdDJX+QW8n0+yHAIr+SlNqa+1qX0F+Dg7eW
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2. Materials and Methods 

 

This work was carried out in the Digital Image 

Processing Laboratory, Department of Computer 

Science and Engineering, Saveetha School of 

Engineering. In this paper, The YouTube Spam 

Collection Data Set Collect from UCI machine 

learning repositories(Lichman and Others 2013). 

The dataset contained ten selected videos and were 

downloaded from YouTube through API. It is 

composed of 1,900 real and non-encoded messages 

that were labeled as legitimate (ham) or spam. 

Each sample represents a text comment posted in 

the comments section of each selected video. 

Group 1 was a K-Nearest Neighbor (KNN) 

algorithm and Group 2 was an innovative Logistic 

regression (LR) model. Python 3.9.2 and the NLP 

library were used for all implementations. The 

calculation is performed utilizing G-power 0.85 

with alpha and beta qualities 0.05, 0.1 with a 

confidence interval at 95%. 

 

K-Nearest Neighbor 

K-NN is a supervised learning method. Data is 

appearing in a vector space in the K-NN algorithm. 

K–NN emphasizes k most similar training data 

points to a testing data point. After determining the 

K-Nearest Neighbors, the algorithm will combine 

the neighbors’ to decide the label of the testing 

data point. The basics of the format is as follows: 

the quality of the space, and the majority of the 

samples in the k-Nearest neighbors of a sample to 

be classified to belong to one category, this is the 

definition of a sample to be classified is that the 

selection is also a part of the category of. The main 

ideas of the K-NN classification, the algorithm is 

as follows: given an unknown sample, the distance 

between the training sample and the unknown 

sample is calculated, and then, as the k-nearest 

samples are selected from a set of training 

samples, the shortest distance between the training 

sample and the sample. The classification of 

unknown samples is carried out according to the 

category of k-nearest samples. In the algorithm, it 

is assumed that all of the samples correspond to 

points in the n dimensional space Rn. In an n-

dimensional space, the set of feature vectors for 

the sample of x looks something like this: 

                                         <a1(x),a2(x)…an(x)>    

                    (1) 

The distance between the two samples x_ and x_ is 

indicated as (,) i j d x x , Expressed by Euclidean 

distance is as follows 

 In accordance with the following formula: (2), the 

k-nearest neighbor of the ranked sample is to be 

selected. The most important points that play an 

important role in the implementation of the K-NN 

algorithmic model are as follows: 

(1) The training of sampling; 

(2) The Mathematical model for the calculation of 

the distance contract. 

(3) The selection of the K value. 

(4) The basis for the classification;  

This is key in the above-mentioned points will 

have a significant impact on the classification 

accuracy of K-NN algorithm. The classification 

process consists of the symptoms that you do not 

have an impact on the classification of, or to have 

a low impact on the rating, reducing the accuracy 

of the classification. 

The sample group 1 is the K-Nearest Neighbor 

(KNN) algorithm is a simple, supervised machine 

learning algorithm that can be used to solve both 

classification and regression problems. The steps 

involved in the implementation of the KNN 

algorithm are described as follows. 

 

Logistic Regression  

Innovative Logistic regression used as a statistical 

model for finding the probability of a certain class 

in terms of discrete or categorical results such as 

yes or no, 1 or 0. It can be binomial, ordinal, or 

multidimensional. This is used for measuring the 

relationship between categorical dependent 

variables and one or more independent variables 

by estimating probability using a logistic function. 

Also very easy to implement, interpret, and very 

efficient to train. Innovative Logistic regression is 

used as a classifier as a novel prediction that 

predicts the result of a reliant variable through a 

bunch of indicators. It is appropriate where the 

subordinate variable is all out and dichotomous 

and autonomous factors are all out, constant or 

blended. The reliant variable in calculated relapse 

takes the worth of 1 (one) with likelihood of 

achievement of an occasion, or the worth of 0 

(zero) with the likelihood of failure of an occasion. 

Least substantial example size needed for LR 

Model: 

 Number of cases N= (10 k ( predictor Variable)) / 

(Cases(p))                                (2) 

Where, 

N = Minimum example size needed for model 

k = Number of free/Predictor variable 

p = the littlest of the extents of negative or positive 

cases. 

From the aftereffects of Innovative  Logistic 

Regression demonstrating, the co-productive are 

tried for importance utilizing a few tests like Wald 

Chi Square Test, Likelihood-Ratio Test, and 

Deviance test to approve the model. A Wald Chi-

square test is utilized to test whether at least two 

factors are free or homogeneous. The chi-square 

test for autonomy looks at whether knowing the 

worth of one variable assists with assessing the 

worth of another variable. The probability 

https://paperpile.com/c/Ka3gCL/dWKZk
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proportion test utilizes the proportion of the 

expanded worth of the probability work for the full 

model over the boosted worth of the probability 

work for the basic model. It is a statistical method 

for analyzing a data set in which there are one or 

more independent variables that determine an 

outcome. The outcome is measured with a 

dichotomous variable (in which there are only two 

possible outcomes). The goal of Innovative logistic 

regression is to find the best fitting model to 

describe the relationship between the dichotomous 

characteristic of interest (dependent variable = 

response or outcome variable) and a set of 

independent predictor or explanatory variables. 

The sample preparation group 2 is the Innovative  

Logistic regression (LR) algorithm, which is one 

of the machine learning algorithms used for 

solving classification problems. It is used to 

estimate probability whether an instance belongs 

to a class or not. The experimental results show 

that the proposed LR method has achieved better 

accuracy results. 

 

Statistical Analysis 

The output is obtained by using Python software. 

To train these datasets, required a monitor with 

resolution of 1024×768 pixels (7th gen, i5, 4 8GB 

RAM, 500 GB HDD), and Python software with 

required library functions and tool functions. For 

statistical implementation, the software tool used 

here is IBM SPSS V26.0(Hilbe 2004). The 

independent sample t test was performed to find 

the mean, standard deviation and the standard error 

mean statistical significance between the groups, 

and then comparison of the two groups with the 

SPSS software will give the accurate values for the 

two different s which will be utilized with the 

graph to calculate the significant value with 

maximum accuracy value (94.47), mean value 

(94%) and standard deviation value (0.43733). 

Dependent variables are accuracy and independent 

variables are KNN and Logistic Regression (LR) 

methods. 

 

3. Results 

 

Figure.3. shows the simple bar graph for K-

Nearest Neighbor (KNN) Classifier accuracy rate 

is compared with Innovative Logistic Regression 

(LR) Classifier. The Innovative Logistic 

Regression (LR) Classifier is higher in terms of 

accuracy rate 94.4785 when compared with K-

Nearest Neighbor (KNN) Classifier 88.3435. 

Variable results with its standard deviation ranging 

from 80 lower to 90 higher K-Nearest Neighbor 

(KNN) Classifier where Logistic Regression (LR) 

Classifier standard deviation ranging from 90 

lower to 100 higher. There is a significant 

difference between the K-Nearest Neighbor 

(KNN) Classifier and the Innovative Logistic 

Regression (LR) Classifier (p<0.05 Independent 

sample test). X-axis: Logistic Regression (LR) 

Classifier accuracy rate vs K-Nearest Neighbor 

(KNN) Classifier Y-axis: Mean of accuracy rate, 

for identification of keywords ± 1 SD with 95 % 

CI. Table.1 shows the Evaluation Metrics of 

Comparison of K-Nearest Neighbor (KNN) and 

Logistic Regression (LR) Classifier. The accuracy 

rate of K-Nearest Neighbor (KNN) is 88.3435 and 

Logistic Regression (LR) is 94.4785. In all aspects 

of parameters Logistic Regression (LR) provides 

better performance compared with the K-Nearest 

Neighbor (KNN) of predicting Spam comments on 

YouTube videos with improved accuracy rate. 

Table.2 shows the statistical calculation such as 

Mean, standard deviation and standard error Mean 

for K-Nearest Neighbor (KNN) and Logistic 

Regression (LR). The accuracy rate parameter 

used in the t-test. The mean accuracy rate of K-

Nearest Neighbor (KNN) is 88.3435 and Logistic 

Regression (LR) is 94.4785. The Standard 

Deviation of K-Nearest Neighbor (KNN) is 

1.01939 and Logistic Regression (LR) is 0.43733. 

The Standard Error Mean of K-Nearest Neighbor 

(KNN) is 0.67382 and Innovative  Logistic 

Regression (LR) is 0.12234. Table.3 displays the 

statistical calculations for independent samples 

tested between K-Nearest Neighbor (KNN) and 

Innovative  Logistic Regression (LR). The 

significance for signal to noise ratio is 0.0243. 

Independent samples T-test is applied for 

comparison of K-Nearest Neighbor (KNN) and 

Innovative  Logistic Regression (LR) with the 

confidence interval as 95% and level of 

significance as 0.33232. This independent sample 

test consists of significance as 0.001, significance 

(2-tailed), Mean difference, standard error 

difference, and lower and upper interval 

difference. 

 

4. Discussion 

 

In this section, we evaluate our results and also 

define the evaluation criteria to calculate the 

performances of our classification models. During 

the training process, the confusion matrix was used 

to evaluate the classification models. The 

confusion matrix is a matrix that maps the 

predicted outputs across actual outputs. It is often 

used to describe the performance of a classification 

model on a set of test data. Important metrics were 

computed from the confusion matrix in order to 

evaluate the classification models. In addition to 

correct classification rate or accuracy other metrics 

that were computed for evaluation were True 

Positive Rate (TPR), False Positive Rate (FPR), 

https://paperpile.com/c/Ka3gCL/A8lz2
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Precision, Accuracy, F1 score, and 

Misclassification rate. AC is the proportion of the 

total number of predictions that were correct. AC 

is calculated as the number of all correct 

predictions divided by the total number of all 

predictions. The true positive rate (TPR) also 

known as sensitivity or recall is the proportion of 

positive cases that were correctly identified. TPR 

or Recall is calculated as the number of correct 

positive predictions divided by the total number of 

true positives and false negatives. PR is the 

proportion of the predicted positive cases that were 

correct. PR is calculated as the number of correct 

positive predictions divided by the total number of 

positive predictions. Also known as the 

‘Misclassification rate’ is calculated as the number 

of all false predictions divided by the total number 

of all predictions. The concept of anomaly 

detection wherein the divergence from authentic 

emails was used as a metric to classify emails as 

spam or ham. Better accuracy was achieved owing 

to the limited training sets as seen in labeling 

based systems(Santos et al. 2011).   Another 

common alternative is automatic blocking 

spammers users that disseminate 

spam(Benevenuto et al. 2009; Campanha, Lochter, 

and Almeida 2014). However, unlike spam 

disseminated in other social networks and 

email(Almeida and Yamakami 2012; Wang, Irani, 

and Pu 2011), the spam posted on YouTube is not 

usually created by bots, but posted by real users 

aiming for self-promotion on popular videos. 

Therefore, such messages are more difficult to 

identify due to its similarity to legitimate 

messages. In this paper, the author presents an 

online spam filtering system that can be used in 

real-time to inspect messages generated by users. 

The author applies this technique to support the 

online spam detection problem with sufficiently 

low expenses. It drops messages classified as 

“spam” before they reach the recipients, thus 

protecting them from various kinds of fraud. In 

this research, the development of a spam comment 

detection framework by using machine learning 

techniques has been done. It is important to 

improve security since the Internet nowadays 

indicates the security issues(Salleh et al. 2018). 

There are many studies aimed to reduce attack and 

to protect user privacy but yet lacking in applying 

the techniques for social media(Umapathy and 

Khare 2018). This paper also wants to contribute 

by examining the suitable features based on the 

real comment from social media sites for 

developing spam comment detection framework. 

There are several phases involved in the 

development of this framework such as Data 

Collection, Pre-processing, Features Selection and 

Extraction, Classification and Detection. Each of 

these phases has been validated through 

experiments by using machine learning techniques. 

The Data Collection is downloaded from UCI 

Machine Learning and the Pre-processing will 

clean the dataset before the experiments are 

performed.  However, the proposed method was 

found inadequate in analyzing the feelings and 

opinions expressed in platforms such as YouTube. 

For future research more data would be collected 

as well as more classification methods could be 

used in order to get accurate results. 

 

5. Conclusion 

 

In this research, the development of a Youtube 

spam comment detection framework by using 

machine learning techniques has been done. It is 

important to improve security since the Internet 

nowadays indicates the security issues. The 

proposed model exhibits the K-Nearest Neighbor 

(KNN) and Innovative Logistic Regression (LR), 

in which the Innovative  Logistic Regression (LR) 

has the highest values. The accuracy Rate of 

Innovative Logistic Regression (LR) is 94.4785 is 

higher compared with K-Nearest Neighbor (KNN) 

that has an accuracy rate of 88.3435 in analysis of 

detecting Spam comments on YouTube videos 

with improved accuracy rate. 
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Tables and Figures 

 

Table. 1. Comparison of K-Nearest Neighbor (KNN) and Logistic Regression (LR) Classifier for predicting the 

spam comments in YouTube videos with improved accuracy rate. The accuracy rate of K-Nearest Neighbor 

(KNN) is 88.3435 and Logistic Regression (LR) has 94.4785 

 

SI.No. 

 

Test Size 

Accuracy Rate 

K-Nearest   Neighbor Logistic Regression 

1 Test 1 84.56 90.67 

2 Test2 84.23 90.87 

3 Test3 84.32 90.98 

4 Test4 85.13 90.45 

5 Test5 85.11 91.13 
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6 Test6 85.55 92.76 

7 Test7 86.21 93.14 

8 Test8 86.22 93.65 

9 Test9 86.34 94.23 

10 Test10 87.90 94.24 

 

Table. 2. The statistical calculation such as Mean, standard deviation and standard error Mean for K-Nearest 

Neighbor (KNN) and Logistic Regression (LR). The accuracy rate parameter used in the t-test. The mean 

accuracy rate of K-Nearest Neighbor (KNN) is 88.3435 and Logistic Regression (LR) is 94.4785. The Standard 

Deviation of K-Nearest Neighbor (KNN) is 1.01939 and Logistic Regression (LR) is 0.43733. The Standard 

Error Mean of K-Nearest Neighbor (KNN) is 0.67382 and Logistic Regression (LR) is 0.12234. 

 

 

Group 

 

 

N 

 

 

Mean 

 

Standard 

Deviation 

Standard 

Error 

Median 

 

Accuracy 

Logistic Regression 10 94.4785 0.43733 0.12234 

K-Nearest Neighbor 

(Knn) 
10 88.3435 1.01939 0.67382 

 

Table. 3. The statistical calculations for independent samples test between K-Nearest Neighbor (KNN) and 

Logistic Regression (LR). The sig. for signal to noise ratio is 0.0243. Independent samples T-test is applied for 

comparison of K-Nearest Neighbor (KNN) and Logistic Regression (LR) with the confidence interval as 95% 

and level of significance as 0.33232. This independent sample test consists of significance as 0.001, 

significance (2-tailed), Mean difference, standard error difference, and lower and upper interval difference. 

 

 

Group 

Levene,s 

Test for 

Equality 

of 

Variances 

T-Test for Equality of  Medians  
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sig. 
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df 

 

sig(2- 

tailed

) 

 

Mean 

differen

ce 

 

Std 

Error 

Differen

ce 

 

95% 

Confiden

ce 

Interval              

(Lower) 

 

 

 

95% 
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ce  

Interva1 

(Upper)l 
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Figure.1: Flow Chart K-Nearest Neighbor (KNN) 
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Figure. 2: Flow chart  Logistic regression 

 

 
Figure. 3: Bar graph between KNN and Innovative Logistic Regression Classifier. Comparison of KNN 

algorithm and LR in terms of mean accuracy. The mean accuracy of KNN is better than LR and the standard 

deviation of KNN is slightly better than LR. X-Axis: KNN vs LR Y-Axis: Mean accuracy of detection ± 1 SD 

with CI of  95%. 

 


