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Abstract 

 

Defect classification in a typical surface using automated visual inspection (AVI) tool for 

planar materials is an important task often implemented after flaw detection, and it serves as a 

necessary prerequisite for achieving the on-line quality inspection of finished goods. In the 

industrial environment of manufacturing flat steels, this detection and classification of defects 

is incredibly difficult due to different appearances, unclear intraclass and interclass 

variations.This study shall propose a classification approach using transformer architecture 

for classification of defects present in the steel surfaces. A sequence of vectors is created by 

dividing animage into fixed-size patches, linearly embedding each one, adding position 

embeddings, and then feeding the assembled vectors to a conventional Transformer encoder. 

The traditional method of performing classification involves including an extra learnable 

"classification token" in the sequence.By giving the network attention, it is possible to learn 

the connections between the image patches. This can be accomplished either in combination 

with a Convolutional Neural Network(CNN) model or by substituting a few of its elements. 

These network architectures can be used for image classification tasks. 

 

Keywords: automated visual inspection, transformer architecture, conventional Transformer 

encoder, network attention, Convolutional Neural Network 

 
1Research Scholar, Department of Computer Science and Engineering, Annamalai University 
2Assistant Professor, Department of Computer Science and Engineering, Annamalai 

University 
3Associate Professor, Department of Manufacturing Engineering, Annamalai University 

 

Email: 1sanandal86@gmail.com, 2Sathiya.sep05@gmail.com, 3cemajorsiva@gmail.com 

 

DOI: 10.31838/ecb/2023.12.s3.314 

 

 

 

 

 

 

mailto:1sanandal86@gmail.com
mailto:2Sathiya.sep05@gmail.com


Section A-Research paper 
Visual Defect Classification in Steel Surfaces Using   

Transformer Architecture  
 

Eur. Chem. Bull. 2023, 12 (S3), 2512 – 2519                                                                                                                 2513 

 

1. Introduction 

 

Many businesses are interested in using 

machine vision-based surface inspection 

technology to automate inspection 

processes and vastly enhance overall 

product quality [1]. The rolled steel strip 

business is a classic example of a sector 

implementing these sophisticated 

inspection techniques. To produce a 

product with ever-fewer surface flaws, 

production lines must be visually inspected 

in real-time. Even while manual inspection 

is very accurate when dealing with a small 

number of samples, it is slow and prone to 

errors brought on by fatigue in today's 

high-speed setups. Due to the numerous 

additional costs that emerge, this strategy 

is not only overly expensive but also 

inappropriate. One of the most researched 

topics in quality control is automated 

machine vision inspection, which is quick 

and reliable and frequently produces 

results that are adequate.The tools needed 

to meet the demands for speed, resolution, 

and categorization of current production 

lines are provided by improvements in 

camera technology, acquisition hardware, 

and machine learning algorithms. Steel 

defect categorization and identification 

remain a challenging challenge, even with 

the best tools and most cutting-edge 

algorithms [3]. It is challenging to make 

further advancements based on expert 

knowledge contained in geometrical and 

shape-based properties. Particularly in 

contemporary dynamic processes where 

production swiftly switches from one 

product to another, an effective inspection 

algorithm should learn adaptively in 

response to the changing data distribution.  

A deep learning model that uses 

attentional mechanisms to differentially 

weigh the importance of each component 

of the input sequence of data is referred to 

as a transformer in machine learning [2]. 

Transformers in machine learning are 

made up of numerous layers of self-

attention. In comparison to convolutional 

neural networks (CNN), Vision 

Transformer provides impressive results 

while using significantly less 

computational resources for pre-training. 

Transformer architecture exhibit a 

generally less inductive bias than 

convolutional neural networks (CNN), 

which increases reliance on model 

regularization or data augmentation while 

training on smaller datasets.When 

compared to convolutional neural 

networks (CNN), a transformer 

architecture performs well while requiring 

significantly fewer computational 

resources for pre-training. While training 

on lesser datasets, Vision Transformer 

(ViT) [4] shows a generally reduced 

inductive bias compared to convolutional 

neural networks (CNN), which increases 

reliance on model regularization or data 

augmentation. 

Transformer divides the input images into 

visual tokens while CNN uses pixel arrays. 

By dividing animage into fixed-size 

patches, accurately embedding each one, 

and including positional embedding as an 

input to the transformer encoder, the visual 

transformer can change an image. 

Transformer models also surpass CNNs in 

terms of accuracy and computing 

efficiency by a factor of approximately 

four. Transformer's self-attention layer 

makes it feasible to embed data globally 

throughout the entire image [5]. In order to 

recreate the structure of the image, the 

model also learns from training data to 

encode the relative locations of the image 

patches. The objective of this research is to 

develop an efficient and reliable method 

for classifying defects present in steel 

surfaces images using vision transformer 

architecture. 

 

Literature Survey 

Although there are only few literature 

available on steel defect detection, the 

issue can be seen in the perspective of 

computer vision's extensive research into 

defect detection in textured materials. The 
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filter-bank paradigm is used in traditional 

approaches to feature extraction. Each 

image is convolved using a collection of 

two-dimensional filters, the structure and 

support of which are derived from prior 

task knowledge, and the filter responses 

are then fed to conventional dense 

connected classification layers.Deep 

convolutional neural networks (DCNNs) 

have shown remarkable performance as a 

defect classification tool in recent years 

and have been employed in various 

manufacturing industries. For a DCNN to 

operate well, there must be an enough 

amount of training data collected. Yet, 

because some flaws only sometimes occur 

in the metal manufacturing industries, it is 

challenging to collect enough data. The 

generalization performance of the DCNN-

based classification method is decreased as 

a result of the imbalanced data issue.In 

order to address this issue, the study in [6] 

suggests a new convolutional 

variationalautoencoder (CVAE) and deep 

CNN-based defect classification 

algorithm. Enough faulty data is produced 

using the CVAE-based data production 

technology to train the classification 

model. It is suggested that a conditional 

CVAE (CCVAE) be used to produce 

images for each type of defect in a single 

CVAE model. Also, they suggest a 

classifier with strong generalization 

performance that uses data from the 

CCVAE and is based on a DCNN. The 

work proposed in [7] has analyzed the idea 

of classifying defects using residual neural 

networks. The ResNet50 neural network-

based classifier was employed as a base 

feature extractor. Based on test data, the 

model is capable of classifying images of 

flat surfaces with damage into one of three 

categories with an overall accuracy of 

96.91%. 

For quick and precise steel surface defect 

classification, [8] proposed a small-but-

powerful convolutional neural network 

(CNN) model that focuses on learning 

lowlevel features and integrates several 

receptive fields. As the foundation of their 

architecture, they used the pre-trained 

SqueezeNet. On a diversity-enhanced 

testing dataset of steel surface defects that 

incorporates severe non-uniform 

illumination, image capturing noise, and 

motion blur, high accuracy detection can 

be achieved with only a limited number of 

defect-specific training 

samples.Transformers do not generalize 

well when trained on insufficient 

quantities of data because they lack several 

of the inductive biases present in CNNs, 

such as translation equivariance and 

localization. If the models are trained on a 

larger dataset, the situation does, however, 

change. Large-scale training was proven to 

be superior against inductive bias. When 

pre-trained at a large enough scale and 

applied to applications requiring fewer 

datapoints, Vision Transformer (ViT) shall 

achieves great results. 

Transformers were first suggested in [9] 

for machine translation, and they have 

since emerged as the most advanced 

approach for many NLP applications. 

Transformer-based models are frequently 

pre-trained on massive corpora. For 

example, BERT [10] employs a de-noising 

self-supervised pre-training task, whereas 

the GPT line of work uses language 

modelling as its pre-training task [11]. 

Deep neural network-based methods are 

frequently employed for the examination 

of steel surfaces. A max-pooling 

convolutional neural network method for 

supervised steel defect classification is 

presented by the authors of one study [13]. 

An error rate of 7% is found on a 

classification task using seven defects 

gathered from a genuine production line. 

One strategy for diagnosing steel faults 

using a deep structured neural network, 

such as a convolutional neural network 

with class activation maps, is suggested by 

the authors of another study [14]. 

 

Transformer Architecture 

The input image is restructured in to 

smaller 𝑁 =  
𝐻𝑊

𝑃2  number of patches in 

which each patch resolution is 𝑃 × 𝑃 
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pixels. The input image is applied to the 

architecture after completing the following 

operations; 

 Image patches were flattened to a 

vector 𝑋𝑝
𝑛 of length 𝑃2 × 𝐶 where 

𝑛 = 1, … 𝑁. 
 Using a trainable linear projection 

function 𝐸, the flattened patches 

are mapped to 𝐷 dimensions to 

generate a sequence of embedded 

image patches.  

 The sequence of embedded image 

patches are prepended with a 

learnable class embedding 𝑋𝑐𝑙𝑎𝑠𝑠; 

where the value of 𝑋𝑐𝑙𝑎𝑠𝑠 represent 

the output of the classification, 𝑦. 

 At last the patch embeddings are 

augmented with 1D positional 

embeddings𝐸𝑝𝑜𝑠 which adds 

positional information to the input. 

This is also learned during training 

process.  

The embedding vectors are represented 

mathematically as follows; 

𝑍0 = [𝑋𝑐𝑙𝑎𝑠𝑠;  𝑋𝑝
1𝐸; … ; 𝑋𝑝

𝑁𝐸] + 𝐸𝑝𝑜𝑠 

After completing the above mentioned 

preprocessing steps; the sequence of 

embedding vectors 𝑍0 is fed as input of the 

transformer encoder. The encoder 

comprised of stacked identical layers and 

the classification layer implements a non-

linear activation, Gaussian Error Linear 

Unit (GELU). The encoder component of 

the original Transformer architecture is 

employed by the transformer architecture 

that is used for image classification. The 

encoder receives a sequence of embedded 

image patches as input, together with 

positional information and a learnable 

class embedding prepended to the 

sequence. The learnable class embedding 

value is sent to a classification layer 

coupled to the encoder's output, which 

uses it to produce a classification output 

depending on its state.In CNNs, each layer 

of the model utilizes the spatial 

information, two-dimensional 

neighborhood structure, and translation 

invariance. In the transformer architecture 

used for image classification, the self-

attention layers are global, but only the 

MLP layers are local and translational 

invariant. In the beginning of the model, 

the image is divided into patches, and at 

the time of fine-tuning, the position 

embeddings are appended to account for 

images of varied resolutions. Other than 

that, all spatial interactions between the 

patches must be learned from start because 

the position embeddings at initialization 

time include no information about the 2D 

positions of the patches [12]. 

 

 
Fig. 1 Schematic view of Transformer Architecture [12] 
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2. Experiments and Results 

 

For the experimental analysis, the 12,568 

imagesavailable under common steel 

surface defect dataset provided byKaggleis 

used. Real-world industrial application 

scenarios have exploited this dataset [15]. 

There are four different class categories in 

this dataset: Class 1, Class 2, Class 3, and 

Class 4. According to the study presented 

in [16], Class 1 has conditions with pitted 

surfaces, Class 2 has conditions with 

crazing, Class 3 has conditions with 

scratches, and Class 4 has conditions with 

patches. Figure 7 provides a 

comprehensive explanation of the 

defectconditions and nature. Also, we used 

an Nvidia Tesla P4 to train the dataset, 

with split ratio of 80% for training, 10% 

for validation, and 10% for testing. 

 

 
Fig. 2 Sample images with different category of defects [17] 

 

Through a series of transformations, an 

input picture of shape (height, width, 

channels) is encapsulated into a vector of 

shape (n+1, d) in the first stage. The first 

input to the stacked transformer encoders 

is the outcome, z0. The second element of 

the architecture is represented by the L 

stacked encoders. Each transformer 

receives as input features expressed as a 

(n+1, d) tensor, and creates an output that 

has the identical dimension. Using a stack 

of L transformer encoders, the network 

learns additional feature representations 

from the embedded patches in the second 

step. The encoder component incorporates 

a multi-headed attention (MHA) method 

and a 2-layer MLP, with layer 

normalization and residual connectivity in 

between.Layer normalization helps to 

stabilize hidden state complexities and to 

minimize the training time. Scaling each 

training example's mean and standard 

deviation is how it is done (as opposed to 

the batch norm where this is done per 

feature). A scaling factor and a shifting 

factor, both of which can be learned during 

training, are multiplied by the generated 

features. In order to address the issue of 

vanishing gradients in extremely deep 

architectures, residual connections provide 

gradients with alternate routes. The 

learnable weights in this part lie inside the 

MHA method and the MLP weights. 

The transformer model was trained with a 

batch size of 32, learning rate of 3e-5, and 

with a weight decay rate of 0.01. The 

Adam optimizer was used with a weight 

decay rate implementation as suggested in 

[18]. Adam would gain a lot with a 

planned learning rate multiplier. The fact 
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that Adam is an adaptive gradient method 

and as such modifies the learning rate for 

each component does not eliminate the 

potential to considerably improve its 

performance by utilizing a global learning 

rate amplifier, scheduled, such as cosine 

annealing. By separating the weight decay 

from the gradient-based update, the 

regularization in Adam is intended to be 

improved. With a 15% relative 

improvement in test error, the work 

presented in [18] demonstrated through a 

thorough analysis that Adam generalizes 

significantly better with decoupled weight 

decay than with L2 regularization.In 

comparison to the original ViT models, 

[19] DeiT (data-efficient image 

transformers) are trained transformers for 

image classification that are more effective 

feature extractor. They require 

significantly less data and computer 

power.The DeiT-Tiny model has 5M 

parameters and 12 layers in MLP and has 

an embedding dimension of 192. The 

results of the experimental analysis are 

evaluated using the conventional metrics 

such as precision, accuracy, and Recall. 

The performance of the proposed 

transformer based classifier is compared in 

terms of the training accuracy with the 

ResNET-50 and presented in Fig. 3  

 

Table 1. Performance Evaluation of DeiT-Tiny based transformer and ResNET-50 

model 

Model Precision Recall F1-Score Accuracy 

DeiT-Tiny Transformer 87.8 86.8 87.30 88.4 

ResNET-50 85.4 84.6 84.99 85.2 

 

 
Fig. 3 Training Accuracy Comparison 

 

3. Conclusion 

 

The objective of this study is to evaluate 

the performance of the transformer based 

classifier against the most widely used 

convolutional neural network based 

classification process. Stacks of encoder 

blocks constitutes a transformer 

architecture. These blocks are multilayer 

networks made up of simple linear layers, 

feedforward networks, and self-attention 

layers. In terms of training time and 

computational requirements the base 

transformer model requires more resources 

and time. But the DeiT-Tiny model used 

for feature extraction requires less 

resources during the training period. 

Vision Transformers have produced 
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encouraging outcomes despite being 

relatively new architectural designs. They 

have inspired a tonne of scientific 

attention, hence many research need to be 

carried to simplify the computational 

requirements and improve their 

performance. This study explored the 

efficiency of the transformer architecture 

in comparison with the pre-trained CNN 

model. 
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