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Abstract 

A network intrusion is an unauthorized operation of a computer network. The goal of a network access 

program is to protect computer networks from unauthorized users, including internal users. Create a local 

network discovery. This is a predicted form that distinguishes between "high quality" or typical associations 

and "terrible" associations, sometimes called intruders or attacks. The purpose was to evaluate accessibility 

results. We also concentrated on machine learning-based classification to facilitate acquires greatest training 

and testing, to access our strategy for using currently available technologies. To generate various 

classification models, used varieties machine-learning based techniques and comparing each other for 

detecting best fit model for the computer networks with respect to time and accuracy. Based on comparisons 

with six different machine learning algorithms used to categories attacks, it is feasible to determine the 

originality of the proposed IDT by the fact that it utilizes the best machine learning method possible to fit 

into a high performance IDT. 
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1. Introduction  

Intrusion detection technology (IDT) is a control 

technology, either physical or programmatic, that 

examines data in a network or fabric to identify 

intruders [1]. IDS identify threats using three 

techniques: Asshole-based detection, uncon- 

trolled detection, and signature-based detection. 

Identifies known attacks using signature-based 

detection by examining signatures.  

 

A good technique for finding known attacks 

recorded in the IDS database. As a result, it was 

often believed that an effective identification 

attempt had been made, or that a known attack 

had taken place. Newer forms of abuse, on the 

other hand, are unrecognizable due to the absence 

of handwriting.  

 

Data information is frequently refreshed to 

improve performance levels. This problem is 

solved by using uncontrolled selective detection 

based on the most recent customer and previous 

profiles.  

 

Identification of potentially destructive behavior. 

Anomaly-based detection is effective against 

unconfirmed he 0'Day threats and all system 

updates. However, this strategy has many 

conceptual advantages [2].  

 

A computer program called Access Login uses 

machine learning to detect network access. IDS 

protects against unauthorized access by users, 

including insiders, and detects networks or 

systems that exhibit malicious activity. The 

purpose of this research is to develop a form of 

intruder prediction that can distinguish between 

normal and attack connections. 

 

A classification problem is an attack detection 

problem that reveals whether a data packet is an 

attack type or a normal type. As such, IDT was 

implemented using various machine learning 

(ML) techniques.  

 

Here, the authors implement various ML 

algorithms on the approved Knowledge-

Discovery (KDD) dataset, including attack types 

such as Daniel-of-Service (dos), r2l, u2r, and 

probe [5].  

 

1.1  Literature Discussion 

IDTs based literature is abounding with recent 

machine learning methods. Many proposed IDTs 

models found in classical machine learning 

methods which give low accuracy as well as the   

depends on the manual process to design the 

traffic features.  

  

In this paper, the author brings the effective IDS 

using DL. Collecting data from different standard 

datasets which contains different type of the 

attacks.  

 

Then the data can be processed to eliminate the 

anomalies using the removal of missing value and 

technique of the normalization. Feature extraction 

using auto encoder (AE), removing timestamps 

from attack using Random Forest (RF) [3]. 

 

The Author’s proposed a hybrid model which 

combines the machine learning and deep learning 

to improve the detection rate . Here for data 

balancing SMOTE and for feature selection 

XGBoost have implemented to develop a novel, 

dependable and effective network intrusion 

detection system with Machine Learning and 

Deep Learning [4]. 

 

In order to detect all types of attacks, including 

user2root (u2r) and remote2local (r2l) attacks, the 

authors of [5] acknowledged that a single ML 

classifier is not helpful. Instead, they suggested 

using signature-based IDTs to detect these 

attacks.  

 

As a result, the proposed IDT employs a two-

layered hybrid strategy in which Naive-Bayes 

identify Daniel-of-Source and PROBE in layer 

one and SVM detection of u2r and r2l in layer 

two accomplish the desired objective. 

 

Objective of the intrusion detection system is to 

manage the network performance and detect the 

abnormalities over the network. The author’s 

proposed a model for intrusion detection and 

classification using machine learning techniques. 

Here used Konstanz information Minor (KNIME) 

to refined the dataset and for better performance 

and comparative study three classifiers are used 

like SVM, RProp and Decision Tree [6]. 

 

The author’s modeled an intrusion detection 

system using six different machine learning 

algorithms to classify the attack and normal type. 

The performances have been analyzed using 

different performance measure and found the best 

fit with respect to accuracy and time [7]. 

 

For the effective data processing, detection of 

harmful behavior and control the identification of 

attack author’s proposed machine learning 

techniques. Here four types of the attacks 
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predicted with the implementation of the 

ensemble model to enhance the performance 

using AdaBoost and logistic regression.  

Then it is compared to other work [8]. 

The author’s in this work evaluate the 

performance of fifteen different machine learning 

techniques out of which five are selected on the 

basis of maximum accuracy and minimum errors 

in WEKA. The simulation can be done using 10 

fold cross validation the best ML algorithm  

selected.  

The main objective is to detect the effective and 

perfect machine learning algorithm which 

controlled the network intrusion in a suitable 

manner. Out of fifteen different ML algorithm 

Random Tree poses more accuracy on high 

dimensional data [9]. 

In this work author’s proposed the Neighbor 

Distance Variance classifier for the prediction 

purposes. It is a binary class predictor which 

implements the concept of the variance of the 

distance between the objects.  

Used KDD CUP-99 dataset to examine the 

NNDV and compared the predicted accuracy of 

NNDV with the KNN or K-Nearest Neighbor 

classifier. KNN is an efficient classifier, but here 

only considered its binary aspect. 

The outcome is manageable to show that NNDV 

is comparable to KNN. And also compared the 

accuracy results of different cross-validation 

techniques used such as 2-fold, 5-fold, 10-fold, 

and exclude-one-out on the NNDV for the KDD 

CUP-99 dataset. The parameters of the algorithm 

can be detected with the help of the Cross-

validation results [10]. 

The study proposed by the author’s to evaluate 

feature extractors including the image filter and 

shift the learning models like VGG-16 and 

DenseNet. Then different ML algorithms 

implemented for feature extraction. This work 

presented the evaluation of the combined models 

by using IEEE dataport databases [11]. 

The author’s proposed an intrusion detection 

system utilizing the machine learning algorithms. 

Different machine learning algorithms such as 

Support Vector Machine, J48, Random Forest, 

and Naive Bayes with binary and multiclass 

classification have been implemented. Here 

random forest performs well to detect the 

intrusion [12]. 

The author introduced an approach based on 

HOA for the IDS. Here quantum computing and 

HOA combining improve the behavioral 

characteristics. The proposed algorithm 

MQBHOA have adopted for intrusion detection 

of the computer networks which itself is a multi 

objective optimization problem. For classification 

KNN is applied [13]. 

Anomaly based intrusion detection have proposed 

by the author’s which recognized all type of the 

attacks with better accuracy. This work based on 

the imbalanced data which is processed by 

random over-sampling algorithm and again 

optimized by different high end optimizers of 

deep neural network[14]. 

In [15][16] the authors propose an IDT model 

that combines the mechanism of attention with 

Bidirectional long short-term memory (BLSTM), 

which uses the BLSTM method to automatically 

extract traffic data from network flow. The 

adopted artificial intelligence classifier uses 

unprocessed data as its input, not features that 

were manually designed.  

The authors of this learning strategy did not 

address the tuning of CNN's parameters. 

Additionally, the ML method used was not tested 

for its capability. Because it is compressed, the 

proposed method does not validate unknown 

malware traffic, which indicates the scope of 

subsequent work. 

 

Table 1: Snapshot of Literature Survey 
References Year Algorithm Main Contribution Field 

 

[2] 
2020 

Naive-bayes, J-48,  and 

Random -forest 

For the design and implementation of 

Random-forest, work well in IDT. 

Machine 

Learning(ML) 

[3] 2023 
Auto encoder, Random 

Forest 

Effective implementation of Deep Learning 

to detect attacks 
Deep Learning 

[4] 2023 SMOTE, XGBoost Effective network intrusion detection system 

Machine 

Learning and 

Deep Learning 

[5] 2021 
Naive-Bayes and SVM 

classifier 

A double-layered hybrid approach (DLHA) 

was proposed by the authors. 

Machine- 

Learning(ML) 

[6] 2022 
SVM, RProp and 

Decision Tree 

To manage the network performance and 

detect the abnormalities over the network. 

Machine 

Learning 

[7] 2023 
Naive-Bayes, DT, RF, 

SVM, LR, GD 

The performances have been analyzed with 

respect to accuracy and time 

Machine 

Learning 

[8] 2023 
AdaBoost and logistic 

regression 

Implementation of the ensemble model to 

enhance the performance. 

Machine- 

Learning(ML) 
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[9] 2016 

10 fold cross 

validation, Random 

Tree 

Detect the effective and perfect machine 

learning algorithm which controlled the 

network intrusion in a suitable manner 

Machine- 

Learning(ML) 

[10] 2023 KNN 
Parameters of the algorithm can be detected 

with the help of the Cross-validation results. 

Machine- 

Learning(ML) 

[11] 2023 

Shift the learning 

models like VGG-16 

and DenseNet 

Evaluate feature extractors including the 

image filter and 

Machine- 

Learning(ML) 

[12] 2022 

Support Vector 

Machine, J48, Random 

Forest, and Naive 

Bayes 

Better Intrusion detection by Random Forest. 
Machine- 

Learning(ML) 

[13] 2023 
algorithm MQBHOA 

with KNN 

Quantum computing and HOA combining 

improve the behavioral characteristics 

Quantum 

computing and 

Machine 

Learning 

[14] 2023 
Random over sampling 

and DL 
All type of the attacks with better accuracy. Deep Learning 

[15] 2020 LSTM , CNN 
To detect each attack type LSTM and CNN 

models are proposed. 

Deep 

Learning(DL) 

[16] 2022 ADASYN and CNN 
For better performance classification 

proposed a model  DLNID. 

Deep 

Learning(DL) 

[18] 

 
2020 ML and DL AI-based NIDS 

Machine 

Learning(ML)/ 

Deep –

Learning(DL) 

 

2. Background 

Future forecast exactness enhances without 

premeditated using machine learning which 

utilize chronological input data [19].  

The machine-learning-techniques are commonly 

used in recommendation engines. Also different 

techniques are used for scam-recognition; 

spamming-filtration; detection of malware risk; 

Business-process-automation (BPA); as well as 

analytical maintenances are general relevances. 

[20] 

 

2.1 Machine-Learning-Types: 

Conventional machine-learning is frequently 

categorized as the practice, through this 

algorithm, increase the accurateness of its 

predictions. Four main approaches are supervised, 

unsupervised, semi supervised, and reinforcement 

learning methods. By utilizing the data, data 

analysts want to foresee the algorithm that they 

choose. 

 

 
Figure 1. Machine learning types 

 

2.2 Various Classification Algorithms:  

Guassian-Naïve-Bayes Algorithm(NBA): 

The method is implemented to establish a 

classification model with only numerical values 

and classify both documents and text. It is very 

simple to train and use also can easily predict 

classes. It is a given that class has no bearing on 

features. Applications for the naive bayes 

algorithm include reaction study, recommender 

system, and spam filter [21]. 

 

Decision Tree Algorithm(DTA): 

DTA is the fundamental of supervised-learning 

method which uses a series of decisions, for 

classification and prediction of data (rules). The 
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model is organized into nodes, branches, and 

leaves like a tree.  

 

Every node stands for a property or an attribute. 

The branch stands for a choice or a protocol, 

where each leaf denotes a potential outcome or a 

name of the class. The DTA method automatic 

chooses the good qualities for constructing tree, 

and henceforth prunes the tree to get rid of 

needless branches in order to reduce over-fitting.  

 

Random Forest Algorithm (RFA):      

RFA is an established machine learning algorithm 

that falls under the supervised approach category. 

It can be used to solve problems related to 

classification and regression. Adapted the model's 

performance capability by combining various 

classifiers to tackle a problem using ensemble 

learning.  

"Random-forest(RF) algorithm incorporates 

multiple decision-trees on different subsets of the 

given dataset and takes the average to boost the 

projected accuracy of that dataset,” as the name 

suggests, is the function of the "random-forest" 

algorithm.  

The forecast from each decision tree and the 

majority prediction of votes are then used by the 

random forest algorithm to predict the final 

outcome. 

 

Algorithm for Support Vector Machines 

(SVMA): 

The idea of the hyper plane along with greatest 

partitioned of margin in nth-dimensional 

attributes spaces serve as the foundation for the 

supervised machine learning method known as 

SVM. It is capable of handling both linear and 

nonlinear issues. Nonlinear problems are resolved 

with the function of kernel. The objective is to 

convert a vector of low dimensional inputs into a 

high dimensional features by implementing the 

kernel function. The ideal maximize marginal-

hyper-plane is then discovered using the support 

vectors and acts as a decision boundary. The 

accuracy and efficiency of NIDS can be increased 

by using the SVM algorithm to accurately 

forecast the normal and dangerous 

classifications[5]. Extreme vectors and points can 

be selected by SVM that help to create hyper-

plane. Support-vector, which are symbolize these 

excessive instances on the basis of the support 

vector -method. 

 

Logistic Regression (LR): 

Logical regression, a supervised classification 

algorithm, only accepts distinct value as input and 

generates a regression-based-model that foretells 

whether known pieces of information have a 

likelihood of being 1 or zero (0).  

 

These values can refer to any of the 

classifications used to group data. Logistic 

regression can be used rapidly to identify the 

factors that will work well when classifying 

observations using various sources of data. 

 

Gradient Descent Algorithm (GDA): 

The most frequent optimization method is 

gradient-descent, which is utilized in deep-

learning and machine-learning algorithm. It is a 

forwarded optimization technique which is used 

to consider the first derivative when changing the 

parameters.  

 

In every repetition, we have to change the 

parameter in the reverse path of the goal function 

J (w) gradient, where the gradient denotes the 

sharpest ascending direction. To achieve the 

local-minimum, take the size of each step 

depending on the rate of learning.  

 

As a result of which, need to continue or to move 

downward until reach to a local minimum. The 

important purpose of a Gradient-descent method  

is to repeat minimizing cost-function. It carries 

out the following steps repeatedly to reach the 

goal. 

 

3. Simulation and Result: 

3.1  Workflow Diagram: 

 

 
Figure 2. Workflow diagram of the data analysis
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3.2 Preprocessing of Data : 

List of features reading from “Kddcup.names” 

file by importing concern file. Adding new 

column to the dataset as ‘target’ through which 

find out 42-features. Reading of  ‘Attack_Types’ 

files hown in the Table- 2: 

 

Table 2. List of attack _types 

CLASS ATTACK TYPE 

dos Disconnect of the network service(pod, Neptune, Smurf) 

r2l Guessing of password(multihop, Phf, Warezclient ) 

u2r Over flow of the buffer (loadmodule, Rootkit, Perl ) 

Probing Scanning of port(portsweep, Nmap, Satan)   

 

Creating of the dictionary using attack types.The 

reading and features of the [attack-type] dataset 

(["kddcup.data_10_percent.gz") have been added 

to the training_dataset. This dataset contains five 

distinct attack type features: dos, normal, Probe, 

u2r, and r2l. Determining the data type of each 

feature and shaping the data frame. Finding 

missing values but here no missing value have 

found, then we go for further step. Categorical 

Features  have been found out: ['service-', 'flag-',  

 

 

'protocol-type'] . Finding correlated variables by 

the implementation of heat-map and exempted 

them for scrutiny. Mapping of feature – Applied 

feature mapping on ‘protocol-type’ & ‘flag-’. 

Removed unrelated facial appearance for instance 

‘service’ before modeling. 

 

3.3 Modeling: 

Libraries importing and dataset splitting. Dataset 

divided as [494021, 31]. Training and Testing 

data splitting which available in Table-3. 

 

Table 3. Training and Testing data Splitting 

X_train_data X_test_data 

[330994, 30] [163027, 30] 

y_train_data y_test_data 

[330994, 1] [163027,1] 

 

Using various machine-learning classification 

algorithms like: We obtain the following trained 

and tested results from the Naive Bayes 

Algorithm (NBA), Decision Tree Algorithm 

(DTA), Random Forest Algorithm (RFA), 

Support Vector Classifier Algorithm (SVCA), 

Logistic Regression Algorithm (LRA), and 

Gradient Descent Algorithm (GDA) represent in 

Table-4: 

 

Table 4. List of Score Training and Testing 

Algorithim Training Testing 

NBA 87.951 87.903 

DTA 99.058 99.052 

RFA 99.997 99.964 

SVCA 99.875 99.879 

LRA 99.352 99.352 

GDA 99.793 99.771 

 

 

4. Result Analysis 

i) The train and test accuracy of each model 

analysis   using Table:6 is given in Figure 10 :  
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Figure 3.  Training accuracy analysis 

 
Figure 4.  Testing accuracy Analysis. 

 

ii) Training and testing time analysis : 

Different algorithms should be implemented on 

train and test dataset and the time required to train  

 

and test data results are given in following 

figures: 

 

 
Figure 5. Analysis of the training time 
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Figure 6. Analysis of the testing time 

 

5.  Classification Report using different Machine Learning Techniques: 

 

Table 5. Classification report using Gaussian Naive Bayes  
precision recall f1-score support 

DoS 1.00 0.94 0.97 389717 

R2L 0.03 0.42 0.05 125 

U2R 0.01 0.83 0.03 6 

Probe 0.02 0.99 0.04 456 

Accuracy 
  

0.94 390304 

Macro-Avg 0.21 0.64 0.22 390304 

Weighted-Avg 1.00 0.94 0.97 390304 

 

Table 6. Classification report using Decision Tree  
precision recall f1-score support 

DoS 1.00 0.94 0.97 389717 

R2L 0.64 0.84 0.72 125 

U2R 1.00 0.50 0.67 6 

Probe 0.02 1.00 0.04 456 

Accuracy 
  

0.95 390304 

Macro-Avg 0.53 0.66 0.48 390304 

Weighted-Avg 1.00 0.95 0.97 390304 

  

Table 7. Classification report using Random Forest  
precision recall f1-score support 

DoS 1.00 1.00 1.00 389717 

R2L 0.92 0.99 0.95 125 

     

U2R 0.50 0.83 0.62 6 

Probe 0.69 0.99 0.81 456 

Accuracy 
  

1.00 390304 

Macro-Avg 0.62 0.76 0.68 390304 

Weighted-Avg 1.00 1.00 1.00 390304 

 

Table 8. using Support Vector Classifier classification report  
precision recall f1-score support 

DoS 1.00 0.99 1.00 389717 

R2L 0.76 0.93 0.84 125 

U2R 1.00 0.50 0.67 6 

Probe 0.51 0.98 0.67 456 

Accuracy 
  

0.99 390304 

Macro-Avg 0.66 0.68 0.63 390304 

Weighted-Avg 1.00 0.99 1.00 390304 
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Table 9. Using Logistic Regression classification report  
precision recall f1-score support 

DoS 1.00 0.99 1.00 389717 

R2L 0.74 0.90 0.81 125 

U2R 1.00 0.50 0.67 6 

Probe 0.53 0.96 0.68 456 

Accuracy 
  

0.99 390304 

Macro-Avg 0.65 0.67 0.63 390304 

Weighted-Avg 1.00 0.99 1.00 390304 

 

Table 10. Using Gradient-descent classification report  
precision recall f1-score support 

DoS 1.00 1.00 1.00 389717 

R2L 0.97 0.99 0.98 125 

U2R 0.50 0.67 0.57 6 

Probe 0.74 0.99 0.84 456 

Accuracy 
  

1.00 390304 

Macro-Avg 0.64 0.73 0.68 390304 

Weighted-Avg 1.00 1.00 1.00 390304 

 

6.  Performance Comparison: 

Table-11 Performance comparison with respect to time 

Overall performance comparison of proposed methods 

Type Training 

time 

Testing 

Time 

ACC  

(%) 

CLASS Pre 

 (%) 

Rec  

(%) 

F1  

(%) 

NB 2.3918 3.5568 0.94 DoS 1 0.94 0.97 

R2L 0.03 0.42 0.05 

U2R 0.01 0.83 0.03 

Probe 0.02 0.99 0.04 

DT 6.0314 0.50002 0.95 DoS 1 0.94 0.97 

R2L 0.64 0.84 0.72 

U2R 1 0.5 0.67 

Probe 0.02 1 0.04 

RF 52.5836 4.6414 1 DoS 1 1 1 

R2L 0.92 0.99 0.95 

U2R 0.5 0.83 0.62 

Probe 0.69 0.99 0.81 

SVC 485.2031 262.5731 0.99 DoS 1 0.99 1 

R2L 0.76 0.93 0.84 

U2R 1 0.5 0.67 

Probe 0.51 0.98 0.67 

LR 386.3503 0.5148 0.99 DoS 1 0.99 1 

R2L 0.74 0.9 0.81 

U2R 1 0.5 0.67 

Probe 0.53 0.96 0.68 

GD 1945.9869 17.5354 1 DoS 1 1 1 

R2L 0.97 0.99 0.98 

U2R 0.5 0.67 0.57 

Probe 0.74 0.99 0.84 
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Table-12 Performance comparison with other research work 

Overall Performance comparison to other research work 

Type of IDS ACC (%) CLASS Pre (%) Rec  

(%) 

F1  

(%) 

Proposed IDT with DT implementation 0.95 

DoS 1 0.94 0.97 

R2L 0.64 0.84 0.72 

U2R 1 0.5 0.67 

Probe 0.02 1 0.04 

LNID [16] 0.90 u2r 0.86 0.93 0.89 

DLHA [5] 0.87 r2l, u2r 0.88 0.90 0.89 

BAT-MC[15] 0.84 dos,normal,probe,r2l,u2r    

Autoencoder [28] 0.84 
Normal, DoS, R2L and 

Probe 
0.87 0.80 0.819 

CNN [29] 0.80 r2l, u2r    

Adaptive Ensemble [11] 0.85 Probe, R2L and U2R 0.86 0.86 0.85 

GAR-Forest [30] 0.85 dos,normal,probe,r2l,u2r 0.87 0.85 0.85 

CNN+BiLSTM [31] 0.83 dos,normal,probe,r2l,u2r 0.85 0.84 0.85 

NB Tree [32] 0.82 dos,normal,probe,r2l,u2r    

SVM-IDS [33] 0.82 dos,normal,probe,r2l,u2r    

 

7. Conclusion 

In this analysis of Intrusion Detection 

Techniques, the best possible machine learning 

algorithm for efficient high-performance IDT 

matching, six different machine learning 

algorithms were modeled to classify attack types, 

normal and bad. All classifiers were trained and 

tested using the KddCup dataset. The 

performance of classifiers is analyzed as different 

performance measures, such as evaluation of 

training and test results scores, training and 

testing schedules using different techniques, and 

also generating produce a classification report for 

each technique. According to training and testing, 

time and report scores are analyzed, it is found 

that Decision Tree Modeling (DTM) is one of the 

best data classification techniques implemented in 

this work. and assessed accuracy and time 

complexity according to the classification results 

with 95% Accuracy, better than other authors in 

their study.  
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