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Abstract 

 

Aim: This research is about the novel brain tumor detection of Brain tumors by implementing Machine learning 

algorithms like Logistic Regression (LR) and comparing its accuracy with a Support Vector Machine (SVM). 

Materials and Methods: Two groups, namely Logistic Regression and Support Vector Machine algorithm used 

to find the accuracy of Brain tumor  prediction with 20 samples each to evaluate this study. The sample size was 

calculated using G power with pretest power at 80% and  alpha value of 0.05. Brain MRI of Normal and Brain 

tumors were used as data models to train with the LR and SVM algorithms.  

Results: The accuracy of LR is 87.5% and the SVM with 75% and there is a statistical significance observed as 

0.890.  

Conclusion: Logistic Regression algorithm has more accuracy compared to the Support Vector Machine. 

 

Keywords: Novel Brain tumor detection, MRI image, Machine learning, Logistic Regression(LR), Support 

Vector Machine(SVM), Accuracy. 
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1. Introduction 

 

The brain tumor is an abnormal growth of cells in a 

mass that is both cancerous and non-cancerous 

which is very hard to treat therefore early detection 

of brain tumors will be very useful for doctors and 

physicians to treat the tumor effectively (Hattingen 

and Pilatus 2015). The most preferred and 

generally used technique to diagnose Brain tumors 

is Magnetic Resonance imaging or MRI image, 

sometimes PET and CT imaging are also used. In 

the field of medical image processing, machine 

learning techniques provide an accurate prediction 

and diagnosis compared to human-assisted manual 

classification (Kevin Zhou, Rueckert, and 

Fichtinger 2019). Image segmentation is one of the 

most crucial parts in detecting the tumor and 

lesions also improving the sensitivity and 

specificity of the tumor which is the primary part of 

medical image processing (Kevin Zhou, 

Greenspan, and Shen 2017). Due to poor accuracy 

in manual prediction techniques many of the 

researchers have implemented Machine learning 

and deep learning algorithms to predict the brain 

tumors in large sets of samples of MRI images with 

better accuracy (Menze and Bakas 2021);(Wu, 

Shen, and Sabuncu 2016). There are various cycles 

to distinguish brain tumors in MRI images. In 

Image processing, feature extraction, and more 

calculations have been executed for the 

identification of brain tumors, yet a persuasive and 

exact method to identify the tumor’s exact position 

and to analyze in a short period is in incredible 

need. The execution and complexity associated 

with the medical image segmentation methods are 

improved by applying feature extraction procedures 

and mathematical models. From this, we are able to 

understand that machine learning techniques play a 

vital role in medical image processing and these 

algorithms also predict various diseases like Brain 

tumors, liver cancer, lung tumors, etc. The bloom 

of machine learning and deep learning techniques 

in image processing have been developed to 

provide better segmentation and accuracy in 

medical imaging (Lu et al. 2017). 

Since 2013, 27 publications have been 

published in Science Direct, and 35 papers have 

been published in IEEE and 21 publications in 

Springer based on the  prediction of brain tumors 

using the proposed algorithm and the existing 

approach. In the referred research paper Sachdeva 

proposed a multi-class brain tumor classification 

and prediction method based on statistical 

composition and intensity features. The features 

were trained by an artificial neural network (ANN) 

model. In improvement, the accuracy of this 

method was enhanced from 77% to 91% by 

reducing the dimensionality of the characteristics 

vector with principal component analysis (PCA) 

(Sachdeva et al. 2013). Eman Abdel-Maksoud 

proposed a method for image segmentation that 

combines the K-means clustering technique with 

the Fuzzy C-means algorithm. To give an accurate 

brain tumor detection, it is followed by 

thresholding and level set segmentation steps. In 

terms of least calculation time, the proposed 

technique can benefit from K-means clustering for 

image segmentation. Furthermore, it can benefit 

from the Fuzzy C-means in terms of accuracy. In 

terms of accuracy, processing time, and 

performance, the suggested image segmentation 

approach was evaluated by comparing it to some 

segmentation algorithms (“Brain Tumor 

Segmentation Based on a Hybrid Clustering 

Technique” 2015)). Hunner et al., exhibited the use 

of thresholding techniques to locate brain tumors 

and described a tumor recognition comparative 

research. The acquired data are displayed, 

demonstrating that the Sobel edge detection 

operator can efficiently identify tumors and extract 

tumor boundaries. It determines the tumor's size 

and stage. For accurately detecting cancers, MRI 

image pictures seem to be the most useful. The use 

of digital imaging methods to diagnose a brain 

tumor in MRI images is crucial in this research 

(Hunnur, Raut, and Kulkarni 2017). In this paper 

devkota et al., proposed an approach for brain 

tumor segmentation is established. It focuses on 

how to improve tumor segmentation using 

mathematical morphology and FCM (Fuzzy C-

Means) algorithm which improves the computation 

time, but the propounded result has not been tested 

up to the estimation stage and precipitates as-

detects cancer with 92% and classifier has a 

precision of 86% (“Image Segmentation for Early 

Stage Brain Tumor Detection Using Mathematical 

Morphological Reconstruction” 2018), (“Brain 

Tumor Segmentation Based on a Hybrid Clustering 

Technique” 2015). 

Our institution is keen on working on 

latest research trends and has extensive knowledge 

and research experience which resulted in quality 

publications (Rinesh et al. 2022; Sundararaman et 

al. 2022; Mohanavel et al. 2022; Ram et al. 2022; 

Dinesh Kumar et al. 2022; Vijayalakshmi et al. 

2022; Sudhan et al. 2022; Kumar et al. 2022; 

Sathish et al. 2022; Mahesh et al. 2022; Yaashikaa 

et al. 2022). Based on the above analysis, 

inaccurate prediction of brain tumors is the main 

problem. Early detection of brain tumors have 

become extremely crucial in terms of patient 

survival. The computer-aided diagnosis method 

based on machine learning is better in aspects of 

accuracy and efficient utilization of picture 

information. Brain tumor MRI images are utilized 

in the study to detect and classify tumors. The 

study proposes a novel brain tumor detection 

method and improving the accuracy and comparing 

the accuracy of Logistic Regression with the 

Support Vector Machine. 
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2. Materials and Methods 

 

The study is conducted in the Image Processing 

Lab, Saveetha School of Engineering. For the novel 

brain tumor detection of brain tumors, the proposed 

effort incorporates two groups. Logistic Regression 

had 20 samples in Group 1 and Support Vector 

Machine had 20 samples in Group 2. Using 

clinclac.com, a pre-test analysis was created with G 

power of 80 percent and an alpha value of 0.05. For 

sample preparation in groups 1 and 2, brain MRI 

images were used. The software tool utilized was a 

Jupyter notebook running Anaconda with an Intel 

Core i5 processor and 4GB of RAM. The system 

had a Windows operating system, a 64-bit 

processor, and a 917GB hard drive (Feng et al. 

2019). 

Brain MRI images are chosen using the 

proposed method by filtering out low-resolution 

and irregular images. Selected images are subjected 

to a preprocessing and segmentation process, which 

simplifies the image representation and makes data 

analysis easier. In feature extraction, three feature 

descriptors are used to extract global information 

from an image, color, shape, and textures. For 

novel brain tumor detection, The training dataset is 

used by logistic regression algorithms in order to 

predict  brain tumors. A Support Vector Machine is 

used to repeat the technique. The accuracy of both 

LR and SVM is observed and compared. 

The calculations for predicting brain 

tumors were performed using the below equations 

(1 to 4). The accuracy of both LR and SVM 

algorithms is measured by the ratio of correctly 

predicted observations to the total observations 

given in equation (1). The recall is the ratio 

between the positive observations predicted 

correctly and all the observations in the class yes 

(2). The ratio of accurately predicted positive 

observations to total expected positive data is 

known as precision (3). F1 Score is the weighted 

average of Accuracy and Recovery (4). A true 

positive is when the model predicts the positive 

class properly. A true negative, on the other hand, 

is a result in which the model accurately predicts 

the negative class. A false positive occurs when the 

model predicts the positive class inaccurately. A 

false negative is an outcome in which the model 

predicts the negative class incorrectly. 

 

Accuracy = 
     

           
 (1) 

 

Recall = 
  

     
 (2) 

 

Precision = 
  

     
 (3) 

 

F1-Score =   
                   

                
 (4) 

                      

Statistical Analysis 

The IBM SPSS software was used to do the 

statistical analysis. For data analysis using both LR 

and SVM algorithms. Twenty samples were taken 

for each of the proposed methods, and the predicted 

accuracy was recorded for analysis in the SPSS 

tool's MS Excel sheet. The independent variables 

are numerous locations with varying tumor impacts 

on the brain, while the dependent variables are 

accuracy (Stehlik-Barry and Babinec 2017). 

 

3. Results 

 

Table 1 denotes the accuracy obtained from a novel 

Brain tumor detected 20 samples of two groups. LR 

is group 1 which is the proposed method has an 

accuracy of 87.5 % and group 2 is the SVM 

algorithm which has an accuracy of 75 %. From the 

table 1 comparison, it is analyzed that LR has 

better accuracy than SVM. 

Table 2 denotes group statistics of novel 

brain tumor detected samples obtained from 

statistical analysis by the IBM spss tool for LR and 

SVM algorithms. The mean value of LR is 86.3 % 

and SVM is 74.14 %. The standard deviation and 

standard mean error of LR is better than SVM.  

Table 3 denotes the independent sample 

test obtained from statistical analysis using 

algorithms like LR and SVM with the IBM spss 

tool. The significance value obtained from the 

proposed method is 0.890. 

Figure 1 denotes the comparison 

difference between the accuracy obtained from LR 

and SVM algorithms with error bar values. From 

fig. 1. It is known that LR has better accuracy than 

SVM. 

Figure 2 denotes the workflow of novel 

brain tumor detection of brain tumors by using 

Logistic Regression and Support Vector Machine. 

In fig.2 the five main processes involved in the 

importing libraries, data acquisition, data 

preprocessing, image segmentation and feature 

extraction. 

 

4. Discussion 
 

In this study Logistic Regression has obtained 

higher accuracy than Support Vector Machines in 

the novel brain tumor detection of brain tumor with 

a significant value of 0.890. A study done by lina 

chato had done research using machine learning 

and deep learning techniques to predict the overall 

survival of brain tumor patients using MRI images. 

The volumetric analysis and the location features 

were extracted from the provided data set. The slice 

images were used to extract the statistical and 

intensity features. The texture features were used to 

train machine learning algorithms and to produce 

the best prediction model. The percentage accuracy 

https://paperpile.com/c/835Orw/4lJF
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was attained 46% with 10 fold accuracy. The 

overall accuracy for linear obtained was 68.8% as a 

result of accuracy (Chato and Latifi 2017).  

In research done by alain jungo had done a 

study using deep learning versus classical 

regression of brain tumor patient survival 

prediction. The results have been achieved on the 

BraTS 2018 training dataset by 100 satisfied CV 

runs which are reported as mean standard variation 

and on another with 33 held out (HO) samples. It 

consists of a baseline of logistic regression with a 

single feature of age and the accuracy results in 

69.7% (Suter et al. 2019). In another study done by 

Tonmoy Hossain has used the Convolution neural 

network and has detected the brain tumor, there 

were 2 distinct models were used and a comparison 

of other models was done. There were many 

filtering techniques used in the process to obtain 

satisfactory results. The logistic regression was 

used in the filtering techniques and we have 

obtained 87% as a result of Accuracy (Hossain et 

al. 2019). 

This paper also limits with only a few 

datasets and data varies for different strains of the 

tumor and the sample size can be increased for 

better accuracy. In the future, the proposed work 

will be improved by having less computational 

time compared to the existing algorithm, and also 

the computer-aided diagnostics will also be well 

developed to classify or predict brain tumors. The 

Techniques for brain tumor detection and studying 

tumors in clinical imaging have already shown 

promising potential, and this trend will definitely 

continue in the future. 

 

5. Conclusion 
 

Based on the result and tabulations, the Logistic 

Regression has an accuracy of 87.5% and the 

Support Vector Machine has an accuracy of 75%. 

Therefore we conclude that Logistic Regression 

provides more accuracy in predicting the brain 

tumor than the Support Vector Machine. The novel 

brain tumor detection rate of SVM can be 

augmented by combining other advanced 

algorithms. 
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Tables and Figures 

 

Table 1. Percentage of accuracy acquired between Logistic Regression and Support vector machine of 20 

samples each with a mean accuracy of 87.5 for Logistic Regression and 75 for Support vector machine. 

Samples (MRI) LR SVM 

1 87.19 73.64 

2 86.79 74.36 

3 86.15 74.55 

4 85.85 74.52 

5 85.57 73.44 

6 85.22 74.53 

7 86.91 74.96 

8 85.89 74.6 

9 86.14 73.14 

10 85.45 74.41 

11 86.48 74.44 

12 87.5 73.72 

13 87.39 74.85 

14 85.64 73.83 

15 85.62 73.34 

16 86.39 74.51 

17 86.29 73.17 

18 86.82 73.57 

19 86.8 75 

20 86.42 74.29 

 

Table 2. Statistical analysis of Logistic regression and Support vector machine algorithms with mean accuracy, 

Standard deviation, and Standard Error Mean. It is observed that the Logistic regression algorithm performed 

better than the Support vector machine algorithm. 

Group Statistics 

  Samples N Mean Std. Deviation Std. Error Mean 
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Accuracy LR 20 86.3255 .66226 .14809 

SVM 20 74.1435 .60180 .13457 

Table 3. Statistical analysis of LR and SVM algorithms with independent sample tests. It is observed with a 

statistically significant difference of 0.890 

Independent Samples Test 

 

Levene's 

Test for 

Equality 

of 

Variance

s 

t-test for Equality of Means 

F Sig t df 

Sig. 

(2-

tailed

) 

Mean 

Differenc

e 

Std. 

Error 

Differenc

e 

95% 

Confidence 

Interval of the 

Difference 

Lowe

r 

Uppe

r 

Accurac

y 

Equal 

variance

s 

assumed 

.01 .89 
60.8

8 
38 .000 12.18 .20 11.77 12.58 

Equal 

variance

s not 

assumed 

  
60.8

8 

37.6

5 
.000 12.18 .20 11.77 12.58 

Fig. 1. Bar Chart Comparison between LR and SVM algorithm. The mean accuracy value of the LR is better 

than the SVM algorithm. X-Axis: LRvs SVM and Y-Axis: Mean Accuracy, SD ± 1.   
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Fig. 2. Proposed workflow for the novel brain tumor detection by using Logistic Regression and Support Vector 

Machine. 

 

 


