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Abstract  

 

Aim: Aim of this research work is to improve accuracy of blood smear image by applying  novel k-means 

clustering algorithms and threshold segmentation technique.  

Materials and Methods: This investigation made use of a collection of data from Kaggle’s Website. Samples 

were considered as (N=30) for K-means clustering technique and  (N=30) for  threshold technique  with total 

sample size calculated using clinical.com. As a result the total number of samples was calculated to be 60. Using 

IBM SPSS Software and a standard data set, the accuracy was obtained. Both  segmentation techniques were 

implemented on blood smear images through Matlab coding and also extracting accuracy values of each image. 

Then through SPSS software comparison and analysis has been made.  

Results: The accuracy (%) value of both segmentation techniques are compared using SPSS software by 

independent sample t-tests. There is statistical insignificance with an accuracy of (99.8810%) and demonstrated a 

better outcome in comparison to threshold technique accuracy (58.6514%).  

Conclusion: Novel K-means clustering segmentation technique appears to give better accuracy than that of the 

threshold technique on blood smear images. 

 

Keywords: Image Processing, Image Segmentation, Novel K-means Clustering Technique,  Threshold 
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1. Introduction  
 

The blood smear is a drop of blood, innovatively 

spread thinly onto a glass slide that is then treated 

with a special stain, and the blood cells on the slide 

are examined and evaluated (Padma Suresh and 

Panigrahi 2015). Traditionally, trained laboratorians 

have examined blood smears manually using a 

microscope. More recently, automated digital 

systems have become available to analyze blood 

smears more efficiently (Saha, Bajger, and Lee 

2016). A blood smear is a snapshot of the cells that 

are present in the blood at the time the sample is 

obtained. The blood smear analysis allows for the 

evaluation of these cells (Al-Qudah and Suen 2021; 

Padma Suresh and Panigrahi 2015; Rahman et al. 

2021; Trivedi et al. 2017). These cell populations 

are produced and mainly mature in the bone marrow 

and are eventually released into the blood as needed 

(Melin et al. 2007). This research can be carried out 

and the type of each cell present in the blood is 

dynamic but is generally maintained by the body 

within specific ranges (Bhattacharyya et al. 2017). 

The drop of blood on the slide used for a blood 

smear contains millions of RBCs, thousands of 

WBCs, and hundreds of thousands of platelets 

(Padma Suresh and Panigrahi 2015).  

This study has been linked to 34 google 

scholar and 150 science direct articles were seen in 

websites. In recent years, medical image 

segmentation work is carried out reporting the 

developed algorithms, models utilizing machine 

learning such as clustering of images, and access to 

their performance. In this research k-means 

clustering algorithm and threshold technique has 

been encoded with machine learning which is the 

easiest and simplest method to form the clustering of 

blood smear image. There have been numerous 

works that exhausted the zone of picture division by 

utilizing distinctive strategies by picture 

segmentation. The K-means algorithm is one of the 

best clustering techniques (Braiki et al. 2020; 

“Segmentation of Blood Cell Images Using Hybrid 

K-Means with Cluster Center Estimation 

Technique” 2019). These techniques are used in 

improving imaging, including volume rendered 

images from computed tomography and magnetic 

resonance imaging such as locating tumors and other 

pathologies, which measure tissue volumes. 

Our institution is passionate about high quality 

evidence based  research and has excelled in 

various domains (Vickram et al. 2022; Bharathiraja 

et al. 2022; Kale et al. 2022; Sumathy et al. 2022; 

Thanigaivel et al. 2022; Ram et al. 2022; Jothi et al. 

2022; Anupong et al. 2022; Yaashikaa, Keerthana 

Devi, and Senthil Kumar 2022; Palanisamy et al. 

2022)(Vickram et al. 2022; Bharathiraja et al. 

2022; Kale et al. 2022; Sumathy et al. 2022; 

Thanigaivel et al. 2022; Ram et al. 2022; Jothi et al. 

2022; Anupong et al. 2022; Yaashikaa, Keerthana 

Devi, and Senthil Kumar 2022; Palanisamy et al. 

2022).The methods which were used before have 

less accuracy on medical image segmentation 

which includes blood smear image. Hence the aim 

of this research work is to improve the accuracy of 

blood smear image segmentation using the novel 

K-means clustering algorithm and compare with 

threshold algorithms (Romadhon and Kurniawan 

2021). 

 

2. Materials and Methods 

 

This research work was carried out at the department 

of Biomedical Engineering, Saveetha School of 

Engineering. This study was implemented using 

Matlab software. Two groups are required for this 

study. The accuracy in image segmentation is 

performed by evaluating two groups. A total of 30 

iterations were performed on each group to achieve 

better accuracy. The study uses a blood smear 

images dataset downloaded from kaggle website 

(Varma et al. 2021) It is not necessary to obtain 

ethical approval. The sample size calculation was 

done using clinicalc.com by keeping alpha error 

threshold as 0.05 with 80% g power and value for 

enrollment ratio is 0.1 with 95% confidence Interval. 

As per calculation total sample size is 60. 

In sample preparation for Group1, 30 blood 

smear image samples are collected and used for 

accuracy based image segmentation using 

thresholding technique. For Group 2 sample 

preparation, 30 blood smear images were collected 

and segmentation was done by K-means clustering 

algorithm. Testing setup is done by installing the 

Matlab R2018a software. After preparation a Matlab 

code was implemented for both algorithms and then 

the performance measure which is  accuracy in 

terms of percentage, also calculated for each image. 

This parameter was calculated and evaluated to 

assess the method's efficacy and comparison of 

results was done in order to find which algorithm 

performed significantly better results for segmenting 

images. 

 

Statistical Analysis 

The SPSS statistical software was used in the 

research for statistical analysis. Group statistics and 

independent sample t-tests were performed on the 

experimental results and the graph was built for two 

groups with one parameter under study (Nayak et al. 

2021). The independent variable is noise which 

affects the contrast of an edge. Majorly 

segmentation depends on the edge of an image and 

here the dependent variable is segmentation 

accuracy.  
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3. Results 

Table 1 shows accuracy(%) values of 30 blood 

smear images obtained using k-means clustering 

algorithm and thresholding technique. The mean 

value of  accuracy(%) of the k-means algorithm is  

99.8810% and  for the thresholding technique is 

58.65%. 

Table 2 represents group statistics that 

shows comparison of k-means clustering 

algorithms with thresholding techniques based on 

accuracy values. Mean value of accuracy is high 

(99.8810%) for k-means clustering algorithm and 

low (58.6514%) for thresholding technique. 

Standard error mean of accuracy is low (0.04937) 

for k-means clustering algorithm and high 

(0.19526) for thresholding technique . 

Table 3 represents an independent sample 

test of accuracy based image segmentation using k-

means clustering and thresholding technique. The 

two tailed significance  p-value is 0.003. The mean 

difference is 3.4700 with a  standard error 

difference of 1.10176. In the test confidence 

interval, the lower value is (1.2396) and the upper 

value is (5.700). Based on independent sample T 

test results, k-means clustering based image 

segmentation method performed better than 

thresholding technique with 95% confidence 

interval. 

 

4. Discussion 

 

Figure 1 represents the  results of the k-means 

clustering and thresholding algorithm on blood 

smear image. (a) Input image (Blood smear image), 

(b) Output image of k-means clustering algorithm 

(c) Output image of Thresholding Technique  

Figure 2 shows bar chart representation of 

the comparison between novel k-means clustering 

technique and thresholding technique on blood 

smear image. X-Axis represents k-means clustering 

and thresholding technique and Y-Axis represents 

mean accuracy of both techniques with (+/-2 SD) 

and 95% CI.  

Many researchers have proposed a model 

based segmentation using threshold technique 

algorithms, with the purpose of assessing the 

model's accuracy and precision  (Tran et al. 2018). 

With a precision of 98 percent and an accuracy of 54 

percent, the findings were accomplished (Eliza and 

K. 2019). Another investigation developed a 

computer-aided segmentation approach based on the 

logistic regression and threshold technique 

(Hassanien and Oliva 2017) used feature selection 

and a principal component analysis model to 

correctly identify segmentation with an accuracy of 

90%.  

Actual (Class 1) and Actual (Class 2) 

selections can be reduced using clustering  

approaches (Patgiri and Ganguly 2021). (Thakore 

and Bhatt, n.d.) carried out a comparison study. The 

experimental outcomes revealed that k-means had 

the highest accuracy of 98.9 percent over the clinical 

threshold technique data set, out of numerous 

classifiers. In this research paper, Novel k-means 

clustering technique (99.98%) outperformed 

threshold technique (58.65%) in terms of accuracy 

on blood smear images.  

Major drawback with segmentation is loss 

of valuable information especially from the edges of 

the input image. In this research only blood cells 

were segmented from smear images. In the future, it 

can be taken to classify the type of blood 

cell/normal/abnormal cell using machine learning or 

deep learning.  Thus it may be used in hospitals and 

testing facilities. 

 

5. Conclusions 
 

In this image segmentation study, Matlab-based K-

means clustering algorithm generated superior 

results (99.94%) than threshold technique (58.61%) 

in terms of segmentation accuracy performed on 

blood smear images. 
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Tables and Figures 

 

Table 1. Accuracy(%) values of k-means clustering and thresholding technique of various blood smear images 

                Samples K-means clustering                  Threshold technique      

 1   100  58.6 

2  100  58.02 

3  99.98  57.8 
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4 99.98 57.3 

5 100 57.8 

6 100 59.4 

7 100 60.1 

8 100 57.2 

9 99.99 56.7 

10 100 57.9 

11 100 59.3 

12 100 57.5 

13 100 58.7 

14 100 59.1 

15 100 58.7 

16 100 58.7 

17 100 56.9 

18 100 60.2 

19 100 60.1 

20 100 58.2 

21 100 59.6 

22 100 57.4 

23 98.55 58.7 
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24 100 60.9 

25 100 57.4 

26 99.80 58.4 

27 99.99 59.2 

28 100 58.9 

29 100 60.0 

30 100 60.6 

 

Table 2. Group statistics shows comparison of k-means clustering algorithms with thresholding techniques 

based on accuracy. Mean value of accuracy is high 99.8810% for k-means clustering and low 58.6514% for 

thresholding technique. Standard deviation error mean of accuracy is low for k-means (.04937) and high 

(.19526) for thresholding technique. 

 Group N Mean Standard Deviation Standard Error Mean 

Accuracy 

K-means Clustering 30 99.8810 .27040 .04937 

Thresholding 

Technique 
30 58.6514 1.06947 .19526 

 

Table 3. Independent sample t-test providing mean difference, significance value (2-tailed), standard error 

difference and 95% confidence interval of the difference in both lower and upper level for accuracy at equal 

variances assumed and not assumed. 

Parameters 

Levene's 

test for 

Equality of 

variance 

T-Test for equality of mean 

t df 

One- 

sided 

p 

Two 

side

d p 

Mean 

differenc

e 

Std.Error 

Differenc

e 

95% 

confidence of 

Difference 

F Sig 
Lowe

r 

Uppe

r 
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Accurac

y 

Equal 

variances 

assumed 

6.37

8 

<0.0

6 

3.15

0 

 

38 

 
0.02 .003 3.4700 1.10176 

1.239

6 

 

 

5.700 

Equal 

Variance

s not 

assumed 

  

3.15

0 

 

30.8

3 

<0.0

2 
.004 3.4700 1.10176 

1.222

4 
5.717 

 

 
Fig. 1. Simulation results of k-means clustering and thresholding algorithm. (a) Input image (Blood smear 

image), (b) Output image of k-means clustering algorithm (c) Output image of Thresholding Technique 

  

 
Fig. 2. Bar chart representation of the comparison between novel k-means clustering technique and thresholding 

technique. X-Axis represents k-means clustering and thresholding technique and Y-Axis represents mean accuracy 

of both technique with (+/-2 SD) and 95% CI 

 


