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Abstract 

 

 Aim: To Improve accuracy of weather prediction in dense forest using Naive Bayes and Convolutional Neural 

Network Materials and Methods: weather prediction performed using Naive Bayes (N=10) and Convolutional 

Neural Network (N=10) with the split size of training and testing dataset 60% and 40% using G-power setting 

parameters: (α=0.05 and power=0.85) respectively Results: Naive Bayes With Accuracy 84% is more Accurate 

than the Convolutional Neural Network with Accuracy 80% and attained the significance value 0.0176 (Two 

tailed, p>0.05) Conclusion: The Naive Bayes model is significantly better than the Convolutional Neural 

Network for Weather Prediction in Dense Forest.  

 

Keywords: Convolutional Neural Network, Naive Bayes, Machine Learning, Backpropagation,  Ensemble 

Model, Novel Forecasting. 

 
1Research Scholar, Department of Information Technology, Saveetha School of Engineering,  Saveetha Institute 

of Medical and Technical Sciences, Saveetha University, Chennai, Tamilnadu, India. Pincode - 602105.  
2*Department of Information Technology, Saveetha School of Engineering, Saveetha Institute of Medical and 

Technical Sciences, Saveetha University, Chennai, Tamilnadu, India. Pincode - 602105.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Section A-Research paper 

Prediction of Efficient Weather Forecasting in Dense Forest using 

Naive Bayes in Compared over Convolutional Neural Network  

with Improved Accuracy 

 

 

 

Eur. Chem. Bull. 2023, 12 (S1), 3489 – 3496                                                                                                                       3490 

1. Introduction  

 

Weather forecasting is the scientific 

practice of anticipating the conditions of the 

atmosphere depending on specified time periods 

and locations(J. Kumar et al. 2016). Numerical 

weather prediction (NWP) forecasts weather based 

on current conditions by solving a massive network 

of nonlinear mathematical formulas based on 

specified statistical equations(Singh, Chaturvedi, 

and Akhter 2019). Weather conditions are 

predicted using data analytics and machine learning 

methods such as random forest classification(Liu, 

Nachamkin, and Westphal 2009). A low-cost and 

transportable system for weather forecasting is 

developed. CNN forecasts weather conditions such 

as rain, no rain, mist, and thunderstorms using 

weather information such as temperature, moisture, 

humid, air pressure, and wind direction(Stamoulis 

and Giannopoulos, n.d.). Novel forecasting using 

Ensemble model and machine Learning Weather 

Prediction backpropagation in dense forest is used 

in various applications including doppler radar, 

radiosondes, weather satellites, buoys(R. Kumar 

and Khatri 2016). 

There were many distinct performances of 

Naive Bayes and simple CNN. Around 188 related 

papers were found in IEEE Xplore and 195 were 

found in the ScienceDirect database. Many Python 

libraries were utilized in the development, 

including Keras, which included a VCG net for 

plant phenology, Animal behavior and TensorFlow, 

which was created by Google and is used to build 

machine learning by performing 

algorithms(Kapoor and Bedi 2013). This paper 

developed a novel approach to attributing 

correlation skill of dynamical GCM Global Climate 

models forecasts(Sharma and Vijayakumar 2019). 

The suggested lightweight model outperforms the 

well-known and sophisticated  Ensemble model, 

indicating its promise for efficient and accurate 

novel forecasting(Patel, Singh, and Tandon, n.d.). 

Our institution is keen on working on latest 

research trends and has extensive knowledge and 

research experience which resulted in quality 

publications (Rinesh et al. 2022; Sundararaman et 

al. 2022; Mohanavel et al. 2022; Ram et al. 2022; 

Dinesh Kumar et al. 2022; Vijayalakshmi et al. 

2022; Sudhan et al. 2022; J. A. Kumar et al. 2022; 

Sathish et al. 2022; Mahesh et al. 2022; Yaashikaa 

et al. 2022). According to the linked work, no 

attempt has been made to evaluate an AI-based 

weather forecast with a very well and current 

Ensemble model classifier such as WRF. There has 

been very little or no attempt to compare standard 

machine-learning techniques with cutting-edge 

deep learning technology for innovative 

predictions(Williams and Falloon, n.d.). Flaws in 

existing approaches for neural network-based back 

propagation models in weather forecasting models 

require fewer than four associated input 

parameters. The work discussed in this paper aimed 

to construct an Ensemble model that addressed the 

aforementioned shortcomings by utilizing cutting-

edge deep models. 

 

2. Materials and Methods 

 

The proposed research was carried out in 

the DBMS Laboratory at the Saveetha School of 

Engineering, under the supervision of professors. 

Two groups were formed to conduct this 

investigation. The first is Naive Bayes, and the 

second is CNN. The sample size was calculated 

using backpropagation and clinical analysis with G 

power set to 80%, 450 sample sizes estimated for 

each group, total of 900, 93% confidence, pretest 

power set to 80%, enrollment ratio set to 1, and the 

maximum acceptable error set to 0.05(Rogers and 

Elliott 1989). The dependent variables are 

temperature, humidity, precipitation, air pressure 

depending on the time and independent variables 

are generally on the horizontal axis, longitude. 

A feature-based neural network and 

Ensemble model were created to forecast highest 

temperature, lowest temperature, and relative 

humidity. The neural network's characteristics are 

collected through different time frames as well as 

from the period weather parameter itself. For 

supervised learning, this approach employs 

feedforward ANN in combination with 

backpropagation. The outcomes are extremely 

accurate. Windows 10 OS was used to evaluate 

deep learning. The hardware arrangement included 

an Intel Corei7 processor and 8GB of RAM. The 

64-bit system sort was used. The Python language 

was used for code implementation. In terms of 

compiled code, the dataset is used to run an output 

procedure for accuracy. 

Naive Bayes 
The Naive Bayes Classifier is a basic and 

effective classification approach that can make 

quick predictions and contributes to the growth of 

fast machine learning via backpropagation. 

Equation 1 defines the Naive Bayes formula. 

                            P(h/d) = (P(d/h) * P(h) / P(d)                                                

(1) 

The Bayes theorem is a method used to determine 

conditional distribution, or the probability of one 

event that occurs if another has already occurred. 

Conditional probabilities are necessary in Machine 

Learning to create correct predictions and 

probabilities. 

Pseudocode for Naive Bayes 

INPUT: Dataset records 

OUTPUT: Classifier accuracy 

Step 1: Import the necessary packages. 

https://paperpile.com/c/kkO1ZK/SAmr
https://paperpile.com/c/kkO1ZK/yGlHm
https://paperpile.com/c/kkO1ZK/yGlHm
https://paperpile.com/c/kkO1ZK/5uHg
https://paperpile.com/c/kkO1ZK/5uHg
https://paperpile.com/c/kkO1ZK/9HZH
https://paperpile.com/c/kkO1ZK/9HZH
https://paperpile.com/c/kkO1ZK/edus
https://paperpile.com/c/kkO1ZK/edus
https://paperpile.com/c/kkO1ZK/1n1uN
https://paperpile.com/c/kkO1ZK/6SPB6
https://paperpile.com/c/kkO1ZK/1ec0g
https://paperpile.com/c/kkO1ZK/UhYYE+GeOde+KBhB0+eR8I3+3Eydu+29EwL+8PuL5+IoZrI+6crWw+8Qtbf+PmXRR
https://paperpile.com/c/kkO1ZK/UhYYE+GeOde+KBhB0+eR8I3+3Eydu+29EwL+8PuL5+IoZrI+6crWw+8Qtbf+PmXRR
https://paperpile.com/c/kkO1ZK/UhYYE+GeOde+KBhB0+eR8I3+3Eydu+29EwL+8PuL5+IoZrI+6crWw+8Qtbf+PmXRR
https://paperpile.com/c/kkO1ZK/UhYYE+GeOde+KBhB0+eR8I3+3Eydu+29EwL+8PuL5+IoZrI+6crWw+8Qtbf+PmXRR
https://paperpile.com/c/kkO1ZK/UhYYE+GeOde+KBhB0+eR8I3+3Eydu+29EwL+8PuL5+IoZrI+6crWw+8Qtbf+PmXRR
https://paperpile.com/c/kkO1ZK/UhYYE+GeOde+KBhB0+eR8I3+3Eydu+29EwL+8PuL5+IoZrI+6crWw+8Qtbf+PmXRR
https://paperpile.com/c/kkO1ZK/snOD
https://paperpile.com/c/kkO1ZK/ndjR
https://paperpile.com/c/kkO1ZK/ndjR


Section A-Research paper 

Prediction of Efficient Weather Forecasting in Dense Forest using 

Naive Bayes in Compared over Convolutional Neural Network  

with Improved Accuracy 

 

 

 

Eur. Chem. Bull. 2023, 12 (S1), 3489 – 3496                                                                                                                       3491 

Step 2: After the extraction feature, 

transfer sets of data into numerical 

values. 

Step 3: Assign data to the variables X 

train, Y train, X test, and Y test. 

Step 4: Examine the Training data set 

Step 5: Determine the mean difference of 

each class's predictor variables. 

Step 6: Determine the probability for 

each class. 

Step 7: Determine the Highest 

Probability.  

 

Convolutional Neural Network 

       CNN is a class of profound neural 

organization ,however it is finished just with the 

assortment of information and it isn't marked. It is 

most normally applied to break down visual 

symbolism. CNN utilizes moderately minimal pre-

handling contrasted with other picture 

characterization calculations. Yet ,it is hard to get 

exact outcomes. Not material for a considerable 

length of time for Lung discovery in a brief time 

frame .CNN utilizes somewhat minimal pre-

handling thought about other picture arrangement 

calculation. 

Pseudocode for Convolutional Neural Network 

INPUT: Training Dataset 

OUTPUT: Classifier accuracy 

Step 1: Start Import required 

packages. 

Step 2: Convert data sets into 

numerical values after the 

extraction feature. 

Step 3: Calculate SD values from 

the table. 

Step 4: Get the data values and 

extract them. 

Step 5: Find the dependent and 

independent attributes and divide 

them. 

Step 6: Adjust the attributes so 

that there will be a loss function 

between them. 

Step 7: finally make the 

regularization of the penalties for 

the loss function calculated. 

Step 8: Get the accuracy 

Step 9: End 

 

Statistical Analysis 
IBM's SPSS statistical analysis 

programme, version 26, is used for the statistical 

analysis. The quality of the study was evaluated 

using Independent Sample T-test evaluation using 

Machine Learning models. In SPSS, the dataset is 

created with samples obtained from each algorithm, 

for a total of 20 samples. CNN has a group id of 1 

and Naïve Bayes has a group id of 2. 

 

3. Results    
 

The group analysis of the data on the two 

groups demonstrates that Naive Bayes has a better 

average accuracy than CNN and a lower standard 

error mean, as indicated in Table 1. The NB 

algorithm scored an accuracy of 84% as shown in 

Table 2  and CNN has scored 80% as shown in 

Table 3. The accuracies are recorded by testing the 

algorithms with 10 different sample sizes and the 

average accuracy is calculated for each algorithm 

shown in Table 4. 

In terms of the average accuracy and loss, 

CNN and Naive Bayes are compared. 

Backpropagation over machine learning specifies 

the group statistics value, as well as the average, 

standard deviation, and standard error mean for the 

two methods. The graphical depiction of 

comparative analysis classifies loss between two 

CNN and Naive Bayes methods. This suggests that 

Naive Bayes are significantly better with 84% 

accuracy when compared with Convolutional 

Neural Networks Classifier accuracy of 80%. The 

Standard Deviation Error Bars are +/- 1 SD as 

given in Fig. 1. 

  

4. Discussions 

 

From the results of this study, Naive 

Bayes is proved to be having better accuracy than 

the CNN model. Naive Bayes has an accuracy of 

84% whereas CNN  has an accuracy of 

80%(Kamatchi, Bangaru Kamatchi, and Parvathi 

2019). In this, the group statistical analysis on the 

two groups shows that Naive Bayes has the 

significance value found in the provided 

investigation is 0.013 (Two-tailed, p>0.05), 

indicating that Naive Bayes looks to be superior to 

CNN(Rogers and Elliott 1989). The Naive Bayes 

Classifier has an accuracy of 84 percent, whereas 

the CNN classifier has an accuracy of 80 percent. 

This document depicts a previous comparative 

evaluation of Naive Bayes against CNN(Moreydo 

et al., n.d.). This clearly shows that when compared 

to CNNusing backpropagation and MIMO-optimal 

model and backpropagation, Naive Bayes appears 

to be a stronger classifier. This paper compares the 

accuracy of Naive Baye and CNN, with Naive 

Baye achieving an accuracy of 84 % and CNN  

achieving an accuracy of 80%. CNN is used in 

machine learning for predictive analysis that novel 

forecasting in dense forest of the given unique 

forecasting, utilizing previously saved information. 

The suggested similar information model 

analyzes real climate data and distinguishes the 

vast majority of data. These distinguished instances 

from legitimate data enable us to forecast the 

upcoming climate for plant phenology 

https://paperpile.com/c/kkO1ZK/E88n
https://paperpile.com/c/kkO1ZK/E88n
https://paperpile.com/c/kkO1ZK/ndjR
https://paperpile.com/c/kkO1ZK/FCMA
https://paperpile.com/c/kkO1ZK/FCMA
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circumstances and their outcomes over 

backpropagation(Moreydo et al., n.d.). The similar 

Climate prediction model based on geographical 

and transitory situations among climatic 

components, as well as anticipated investigation 

The opposite method presented here employs as a 

quantifiable or AI procedure to nurture 

exceptionally exact and rapid copies for time-

consuming model physical science parts model 

physical science definitions(J. Kumar et al. 2016). 

The limitations of this study are minor 

disruption in one layer impacting adjacent layers 

and snowballing into drastically altered weather 

patterns and plant phenology(R. Kumar and Khatri 

2016). Scope is to increase in forecast skill have 

been achieved by key developments in observation, 

numerical modeling and data assimilation.and 

preventing forest fires(Chinyoka and Steeneveld, 

n.d.). Because of all of the variance and 

uncertainty, there is a limit to how far forward we 

can meaningfully anticipate the weather. 

  

5. Conclusions 
 

Based on the trial results, Naive Bayes has 

been shown to be more accurate than CNN at 

predicting weather. With enough data, this 

programme can estimate the individual effects of 

the weather forecast. This enables us to 

comprehend the behaviour of weather in weather 

prediction and how the weather works. The 

prediction of the accuracy percentage of novel 

forecasting in dense forest using Naive Bayes 84% 

compared over to have enhanced accuracy 

Convolutional Neural Network 80 %. 
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Tables and Figures 

 

Table 1. Group, Accuracy, and Loss value uses 8 columns with 8 width data for Weather Forecasting in Dense 

Forest. 

SI.NO Name Type Width Decimal Columns Measure Role 

1 Group Numeric 8 2 8 Nominal Input 

2 Accuracy Numeric 8 2 8 Scale Input 

3 Loss Numeric 8 2 8 Scale Input 

 

Table 2. Accuracy and Loss Analysis of Convolution neural network and Naive Bayes. 

S.No GROUPS ACCURACY LOSS 

 

 

 

 

 

 

 

 

1 

 

 

 

 

 

 

 

 

CNN 

84.00 10.30 

84.60 10.40 

84.33 10.67 

84.55 10.45 

84.96 11.04 

82.00 12.00 

81.55 10.45 

81.56 10.44 

82.22 10.78 

75.74 24.26 

  80.66 25.34 
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2 

 

 

 

 

 

 

Naive Bayes 

75.33 24.67 

75.95 24.05 

75.54 24.46 

75.80 24.20 

77.15 22.85 

68.85 31.15 

75.22 24.78 

76.59 23.41 

76.98 23.02 

 

Table 3. Group Statistical Analysis of CNN and Naive Bayes. Mean, Standard Deviation and Standard Error 

Mean are obtained for 10 samples. Naive Bayes has higher mean accuracy and lower mean loss when compared 

to CNN. 

Name GROUP N Mean Std.Deviation 
Std.Error 

Mean 

ACCURACY 

CNN 10 89.3130 .51461 .16273 

Naive Bayes 

 
10 75.9030 .79247 .25060 

LOSS 

CNN 10 10.6870 .51461 .16273 

Naive Bayes 

 
10 24.0970 .79247 .25060 

 

Table 4. Independent Sample T-test Naive Bayes is insignificantly better than  CNN with p value 0.0176 (Two 

tailed, p>0.05) 

Name F Sig. t df 

Si

g 

(2-

tai
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Mean 

Diffence
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Fig. 1. Comparison of Naive Bayes and CNN classifier in terms of mean accuracy and loss. The mean accuracy 

of Naive Bayes is better than CNN classifier; Standard deviation of Naive Bayes is slightly better than CNN. X 

Axis: Naive Bayes Vs CNN Classifier and Y Axis: Mean accuracy of detection ± 1 SD. 

 

 


