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Abstract 
Video key frames are the non-reduntant contents of video clips 

that reflect the characteristics of the whole video. Key frame 

representations are useful in video summarization, video content 

analysis, video indexing, etc. Among the existing key frame 

extraction techniques, the performance of the cluster based key 

frame extraction techniques is found to be better due to its 

computational simplicity. However, it exhibits poor performance 

while handling high dimensional data since it is difficult to maintain 

inter cluster separation and intra cluster similarity due to non- 

preservation of time order of frames. Also, it fails to preserve the 

temporal order. To address these issues this paper proposes a time 

stamp based subspace clustering technique for key frame extraction. 

The proposed technique is tested on the WEB benchmark dataset and 

the accuracy is found to be 91%. 
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1. INTRODUCTION 

 
In recent years, the technological advancements and the 

availability of inexpensive video capturing system resulted in 

widespread usage of video camera in all domains. A video is a 

sequence of two dimensional images projected from a 

dynamic three dimensional scene onto the image plane of a 

video camera [1]. The video sources include documentaries, 

movies, animation, surveillance videos, sports, news telecasts, 

etc. The video sequence comprises of several frames that are 

captured with a frame rate of at least 25 per second. 

These voluminous videos need to be analyzed in order to 

extract the useful hidden knowledge. The video analysis 

comprises of several activities viz. scene analysis, shots 

detection, key frames extraction, abnormal event detection, 

object tracking, and video summarization. A shot is a 

continuous video recording that is captured by a single camera 

where as a scene is a combination of shots that are captured 

by one or more cameras at a particular location. Key frames 

are the succinct and semantic representation of a video. These 

extracts can further be used in various applications such as 

video summarization, abnormal event detection, video 

indexing, etc. 

Since the voluminous contents of a video make video 

analysis difficult, key frames are considered for analysis. 

There are several key frame extraction techniques that are 

based on the feature contents or the methods applied. Among 

these techniques, the performance of the cluster based key 

frames extraction techniques is better due to its computational 

simplicity. Though several works have been carried out using 

the cluster based key frame extraction, the accuracy achieved 

so far is 89% [2]. This limitation is overcome by means of 

SubSpace Clustering (SSC) [3][4] techniques. 

SSC maps high dimensional data onto a low dimensional 

subspace so as to retain only the relevant common features. 

The representative frame of the resultant subspaces are 

extracted as key frames. As the temporal order not preserved 

in the SSC there is a limitation on accuracy while extracting 

the key frames. Therefore the inclusion of time order of 

frames during the SSC will enhance the accuracy of key 

frame extraction. 

The main challenges in the SSC based key frame 

extraction techniques are as follows: 

• Non preservation of time order of frames. 

• Poor clustering accuracy. 

• High computational complexity due to voluminous and 

redundant contents. 

To overcome the above challenges, this paper proposes a 

Time Stamp based SSC (TSSSC) technique to improve the 

clustering accuracy. To reduce the volume and redundancy of 

the input color video, the frame sequence is sampled at the 

ratio of 10:1. The RGB color channel of the sampled input 

video frames are divided into equal-sized blocks and the 

feature vectors are extracted from the respective color 

histograms of each block. These feature vectors are 

represented against its frames as a matrix. The irrelevant and 

redundant feature vectors are eliminated using the measure of 

dispersion among the feature vectors.   The frame vectors of 

the dimensionality reduced matrix are grouped by analyzing 

their dependencies and as a result several clusters are formed. 

The frames of each cluster are ordered as sequence based on 

their time stamps and the median frame of each subsequence 

is extracted as key frames. 

The proposed TSSSC technique is tested on WEB 

benchmark data set and the result shows that the TSSSC 

technique outperforms the existing SSC based key frame 

extraction techniques in terms of accuracy. 

The major contributions of the proposed work are: 

1) The temporal order of the extracted key frames is 

preserved using their time stamps. 

2) Prior knowledge on the number of clusters is not 

needed. 

3) The spatial information is taken into consideration 

while extracting the features. 

4) The similarity based on linear dependency reflects the 

reality while clustering. 

The rest of the paper is organized as follows: Section 2 

reviews the important research works which are relevant to 

the current work, section 3 deals with the proposed TSSSC 

technique, section 4 narrates the experimentation and results, 

and finally section 5, summarizes the TSSSC technique based 

key frame extraction. 
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2. Related Work 
 

The clustering based key frame extraction applies the 

similarity analysis on the feature space to cluster the frames 

and the frame on the cluster centre is selected as key frame. 

Since the computational complexity of the clustering based 

technique was high, SSC for key frame extraction was 

introduced by Agrawal et. al [5] . 

Unlike the traditional clustering techniques, SSC seeks to 

find clusters in various subspaces instead of the whole feature 

space. Thus the dimensionality of the feature set is reduced by 

discarding the irrelevant and redundant dimensions. 

There are several work available in literature on SSC 

techniques viz. iterative algorithms [6-8], statistical SSC [9- 

11] and algebraic SSC [11-13]. 

In iterative subspace clustering, the feature space is 

divided into subspaces using dimensionality reduction 

technique and these subspaces are iteratively refined using 

optimization techniques.   Though the iterative SSC handles 

the noise and missing values effectively, its convergence to 

global optimum depends on the selection of initial partitions 

and also the use of right similarity measure. 

Statistical SSC techniques consider the probability 

distribution of data or noise to partition the feature space into 

subspaces. Since these techniques are not iterative the 

computational complexity is improved. However, the number 

and dimensions of the subspaces need to be known 

beforehand and the algorithm is not scalable. 

The algebraic SSC [18] applies the algebraic properties 

such as factorization, decomposition, polynomial fitting, and 

linear dependency to cluster the dataset. The factorization 

based segmentation techniques [11-13] deal with motion 

features in which the number of independent motions of 

subspaces are estimated based on singular value 

decomposition. The motion and shape of moving objects are 

recovered using the invariant shape interaction matrix. The 

maximum likelihood based statistical approach was used to 

estimate noise. The factorization techniques [15-18] 

describes the reduction and null space algorithm in which the 

base vectors of null spaces are derived in order to remove 

irrelevant dimensions. Vidal et. al [14] elaborated a 

generalized PCA technique which uses the derivatives of the 

homogeneous polynomials to extract the base vectors of each 

subspaces. Algebraic SSC handles data that are lying in linear, 

affine and dependent subspaces. As these techniques fail to 

consider the spatial information there is degradation in 

accuracy. 

To improve the accuracy this paper proposes an algebraic 

approach which applies stratified sampling on the input 

frames to reduce the dimensionality and considers the time 

stamp of the frames to cluster them. 

 

3. Key Frame Extraction using TSSSC 
 

This section defines a problem of key frame extraction 

and proposes a novel TSSSC technique for extracting the key 

frames of a given input color video. The technique comprises 

of four major phases viz. feature extraction, dimensionality 

reduction, clustering and key frame extraction. 

 
Proposed TSSSC Technique 

Consider an input color video sequence of N frames with 

r × s dimensions and let F be the set of frames sampled at 

regular interval T, i.e., F = fi where i is the frame sequence 

number which is also considered as time stamp. The value of i 

ranges from 1 to N / T and F  FN. Let FR, FG, and FB be the 

decomposed frame sequences corresponding to red, green, 

blue channels. Now the problem is to identify those fi’s, which 

can be identified as key frames where the key frames are 

distinct frames that do not share common color features. 

The variations in similarity distance D between two 
consecutive frames of a frame sequence determine the key 

frames. Let Fk be the set of key frames where Fk  F. Let U 
be the set of m blocks in a frame with equal size, i.e., U = 

uij where i = 1.. 3 represents each color channel R, G, and B 

and j=1 ..m, represents the number of blocks. Let H be the set 
of histograms of N / T frames, where H = {hijl}, derived from 

U by representing each uij with l bins. These values of hijl are 

represented as a matrix A with d × N / T dimensional data 
space where d is the number of feature vectors represented in 

rows. 

The feature vectors in A, which do not contribute 

significantly in extracting the key frames leads to poor 

accuracy. To overcome this, the SSC technique is applied in 

which a single feature vector of A is chosen initially and the 

frames are clustered. The cluster quality is determined using 

the cluster cohesiveness which is determined by estimating 

the average inter cluster distance δ1 and intra cluster distance 

δ2. Based on the clustering quality the feature vector is either 

retained or discarded. Once the feature vector is retained, the 

consecutive feature vector is added along with the retained 

feature vectors. This process is repeated for the entire matrix. 

Finally, the data space A is transformed into a subspace B 

whose dimensions are r × N / T where r is the resultant 

feature vectors . 

To cluster the frames, the transpose of B i.e. BT is derived 

and represented in a hyper plane. The frames are grouped into 

various clusters based on their linear dependency. The frames 
in BT are clustered by generating subspace matrices Sx where d 

denotes the frame clusters to be evolved. The creation of 
subspace matrix has two phases. In the first phase, the first 

two frame vectors are included in the S1 and its rank is 

estimated. The frames are retained in S1 in case if the rank is 

one and the consecutive frame vector is included in S1 

iteratively till the rank is one. Else, in the second phase an 

additional subspace matrix S2 is created with the independent 

row vector as a base vector. The process is repeated by adding 

the consecutive frame vectors till all the frame feature vectors 

are clustered. 

Based on the time stamps, the frames in each cluster Sk 

are ordered as one or more subsequences and the median 

frames are identified as key frames. The incorporation of time 

stamps improves the accuracy of key frame extraction as it 

identifies two similar key frames in a cluster to be identified 

as two different key frames based on their time order. 
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The major workflow of TSSSC technique is illustrated in 

Figure 1. 

 

 
 

IF(Dependent = rank[Base frame;BT[j]]==1) 

BT[j] is assigned to this cluster 

ELSEIF(Unchecked clusters) 

Base frame ← Base frame of next cluster 

BT[j] is assigned to different cluster 

ELSE 

Base frame ← BT[j] 

ENDIF 

ENDWHILE 

ENDFOR 

Resultant clusters K 

/* Time stamp based key frame selection */ 

9. Time_stamp_Key_ frame(Clusters K) 

FOR each cluster Ci 

FOR each time ordered subsequence Qi 

Key frame ← Median of Qi 

 

 

 

 
 

Figure 1. Block diagram of TSSSC technique 

 

 

TSSSC Algorithm: 

The algorithm for this TSSSC technique is illustrated in 

Algorithm 1. 
 

Algorithm 1 TSSSC 
 

Input: Input Color Video, Interval T, Bins k, blocks U 

Output: Extracted Key Frames 

1. BEGIN 

2. Decompose Video into RGB channels 

/* Stratified Sampling */ 

3. FOR each input frame fi 

Frame set F ← fi + T 

4. ENDFOR 

/* Feature vector for each frame */ 

5. FOR each frame fi in set F 

FOR each block Uij 

Compute histogram hijk with k-bins 

Feature vector for a frame fi using hijk 

ENDFOR 

ENDFOR 

/* Feature matrix A for the video */ 

6. Represent feature frame matrix A 

/* Dimensionality Reduction of A */ 

/* BD & WD – between & with-in cluster ditance */ 

7. Dimensionality_reduction(A, δ1, δ2) 

FOR each dimension A[i] 

a. Compute BD(r, s) and WD(r,s) 

b. IF BD(r, s) > δ1and WD(r,s) < δ2 

Include dimension A[i] 

ELSE 

Reduce dimension A[i] 

ENDIF 

ENDFOR 

ENDFOR 

ENDFOR 

  END  

 

4. Experimental Results 
 

4.1 Experimental Setup 

This section presents the experimentation details on the 

TSSSC using the WEB benchmark dataset [19]. The data sets 

contain video sequences comprising of cartoons, TV shows, 

news and sports events, and commercial activities. The frame 

rate of videos varies from 24 fps to 30 fps and the play time of 

videos varies from 5 to 20 seconds. The algorithm was 

implemented in MATLAB version 2012a. 

The sampling rate T is set as 10 since it will be ideal to 

choose the sample around the median value of the frame rate. 

The number of equal sized block is set as 9. The value of the 

histogram bin k is set as 8. The value of δ1 and δ2 is set 

experimentally as 0.2 and 2.5 respectively. The details on the 

dataset used, total frames, number of extracted key frames and 

the percentage of dimensionality reduction are furnished in 

table 1. The key frames extracted using TSSSC technique for 

the Web dataset are shown in Figure 2. The extracted key 

frames match with the user summary in the aspect of frames 

with similar contents. The accuracy of this key frame 

extraction technique is given in table 1. 

The results show that the degree of dimensionality 

reduction varies depending on the nature of the content of the 

video sequences. Further, the nature of the content richness 

has an impact on the extracted key frames. More number of 

key frames is extracted against sports and cartoons videos as 

the variation in contents are high. 

There is a possibility that the extracted key frames do not 

represent the whole nature of the video. To measure the 

accuracy rate of the key frame extraction, the measures viz. 

true positive (TP), true negative (TN), false positive (FP), and 

false negative (FN) are computed and presented in the 

Table 1. 

The accuracy rate of key frame extraction is computed 

using the eq. (1). 

Data space A transformed to B after reduction 

/* Rank based Linear dependency for clustering */ 

8. Rank_based_Cluster(BT) 

Base frame ←  BT[1] 

FOR each row vector or frame B’T[j] 

WHILE(! assigned) 

Accuracy Rate = 
TP + TN 

 
 

TP + TN + FP + FN 

 

(1) 
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It shows that the TSSSC complements the effective 

clustering using linear dependency based similarity measure 

and by preserving the temporal order. 

 

4.2 Result Analysis 

The comparative analysis of the performance of the 

TSSSC key frame extraction technique with the existing 

techniques such as Video SUMMarization (VSUMM) [20], 

Video Summarization Using Key Frame Extraction 

(VSUKFE) [21], Row Echelon based Spectral Clustering 

(RESC) [22], and Structured sparse Subspace with Grouping 

Effect With-in Cluster (SSGEWC) [23] is given in Figure 3. 

The proposed TSSSC technique performs well against 

the input dataset affects the accuracy rate of the TSSSC 

technique. 
 

 

Figure 3. Comparisons of Accuracy Measures 

Table 1. Experimental Results 

Dataset / 

Measures 

Total 

Frames 

Dimension 

reduction in % 

True 

Positive 

True 

Negative 

False 

Positive 

False 

Negative 

Extracted 

Key 

Accuracy 

in % 

Cartoons 1500 89.8 7 1487 3 3 10 87 

News 2200 99.5 4 2194 1 1 5 92 

Sports 4000 88.5 22 3966 6 6 28 78 

Commercial 3000 99.3 14 2982 2 2 16 94 

Tv-shows 2100 99.6 5 2091 2 2 7 92 

news, commercial, and tv-shows videos with the accuracy of 

92%, 94%, and 93% respectively. The performance measure 

of this technique outweighs other techniques against news and 

tv-shows videos even in the presence of redundant events. 

Further, it is observed that the frequent changes in contents of 

 
a) Key Frames of a Sports Video – v76 

Frame 41 Frame 151 Frame 751 Frame 1051 Frame 1351 Frame 1441 Frame 1501 Frame 1621 Frame 1831 Frame 1991 Frame 2521 Frame 2911 

b) Key Frames of a News Video – v91 

c) Key Frames of a Cartoon Video – v17 

Figure 2. Extracted Key Frames for the Web Dataset 

Based on the rate of change of visual contents and the types of 

motion of the video, appropriate key frame extraction 

technique needs to be applied. It is expected that the content 

changes need not to be too high or too less as far as SSC 

algorithms are concerned. The selection of a technique can be 

decided using factors such as the resultant number of frames, 

quality of the extracted key frames, and shot reconstruction 

degree. 

5. Conclusions and Future Directions 
 

A time stamp based sampled SSC technique for the 

extraction of key frames has been introduced in this paper. As 

this technique considers the time stamps of the frames the 

clustering accuracy is improved. Further, the similarities 

between the frames are computed using their linear 
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dependency rather than using the geometric similarity 

distance. As the linear dependencies consider the spatial order 

of features the overall accuracy is improved to 91%. It can 

further be extended such that the SSC is tolerant to luminance 

effect and it maintains inter cluster separation for dependent 

and overlapping subspaces. 
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