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Abstract  

 

Aim: The main aim of the research is to enhance Junk Email Spam Detection using Machine Learning by Novel 

Support vector machines over Random Forest.  

Materials and Methods: Novel Support vector machine and Random Forest are implemented in this research 

work. Sample size is calculated using G power software and determined as 10 per group with pretest power 2, 

threshold 50 and Confidence Intervals 95%.  

Results: Novel Support vector machine provides a higher of 93.52 % compared to the Random Forest algorithm 

with 91.41 % in email spam detection. There is a significant difference between two groups with significance 

value of p=0.019 (p<0.05).  

Conclusion: Novel Support vector machine algorithm detects spam emails better than Random forest algorithm. 
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1. Introduction 

 

The work is about Junk email spam detection using 

machine learning by Novel Support vector 

machines over Random Forest.Today, internet 

users are increasing Spam mail is the major 

problem and big challenges for researchers to 

reduce it (Mishra and Thakur 2013). Email users 

are increasing at a high rate and a huge number of 

people’s privacy is getting risked by spam email 

and it also kills valuable time of people most often. 

Spam email can be malicious as well as it can be of 

commercial use as in for marketing which are not 

desirable to us. Hence, detecting and filtering spam 

emails from several emails is a must (Toma, 

Hassan, and Arifuzzaman 2021). Spam filtering 

emails are non-requested emails that sent unwanted 

messages to mass addresses by collecting email 

addresses from different sources such as chat 

rooms, websites, phone books and filled forms 

where user left their email ids. These spam mails 

are used for spreading viruses, advertising new 

products, and for sending phishing mails to make 

money (Vinitha and Renuka 2019). Even today the 

quantity of spam filtering SMS is quite lower than 

spam emails, but still there is enough quantity to 

create a miss-leading usage. In 2010-2012, it is 

reported that about 90% of emails are spam 

worldwide while this number is very low in terms 

of SMS, (Ali and Maqsood 2018). In Asia about 

30% of total Messages were actually spam. 

Applications for email spam detection are 

extremely important for any organization. Not only 

does spam filtering help keep garbage out of email 

inboxes, it helps with the quality of life of business 

emails because they run smoothly and are only 

used for their desired purpose. 

Spam filtering is a process to detect 

unsolicited massage and prevent from entering into 

the user's inbox. Most of the anti-spam filtering 

methods have some inconsistency between false 

negatives and false positives which act as a barrier 

for most of the system to make successful anti 

spam filtering system. Therefore, an intelligent and 

effective spam-filtering system is the prime 

demand for web users (Vyas, Prajapati, and 

Gadhwal 2015).The task of spam filtering is to rule 

out deceptive messages automatically from a user's 

inboxes. These deceptive mails have already 

caused many problems such as filling mailboxes, 

overwhelming important personal mail, wasting on 

network, consuming users' time and energy to sort 

through it, not to mention all the other problems 

associated with spam  filtering(More and Kulkarni 

2013).Phishing emails are emails that pretend to be 

from a trusted company that target users to provide 

personal or financial information. Sometimes, they 

include links that may download malicious 

software on user’s computers, when clicked 

(Kaddoura, Alfandi, and Dahmani 

2020).Participants classified spam emails according 

to pairings of three stimulus features,presence or 

absence of awkward prose, abnormal message 

structure, and implausible premise. We examined 

dimensional interactions within general recognition 

theory . Classification accuracy was highest for 

categories containing either two non-normal 

dimension levels (Williams et al. 2019).Our team 

has extensive knowledge and research experience  

that has translated into high quality 

publications(Pandiyan et al. 2022; Yaashikaa, 

Devi, and Kumar 2022; Venu et al. 2022; Kumar et 

al. 2022; Nagaraju et al. 2022; Karpagam et al. 

2022; Baraneedharan et al. 2022; Whangchai et al. 

2022; Nagarajan et al. 2022; Deena et al. 2022) 

The research gap identified from the 

existing system Random forest algorithm shows  

poor accuracy. The study is to improve the 

accuracy of Classification by incorporating Novel 

Support vector machine and comparing 

performance with Random forest. The proposed 

model improves classifiers to achieve more 

accuracy for email spam detection.  

 

2. Materials and Methods 

 

This study setting was done in the Soft Computing 

Laboratory, Saveetha School of Engineering, 

Saveetha Institute of Medical and Technical 

Sciences. The number of required samples in 

research are two in which group 1 is a Novel 

Support vector machine compared with group 2 of  

Random forest algorithm (Conway and White 

2011). The samples were taken from the device and 

iterated 10 times to get desired accuracy with G 

power 80%, threshold 0.05% and Confidence 

Intervals 95%. A dataset consisting of a collection 

of spam emails  was downloaded from kaggle. 

 

Novel Support vector machine 

The Novel Support vector machine was utilized for 

classifying and differentiating input data types. 

This Novel Support vector machine is widely used 

in Machine Learning to make predictions(Baig 

2021). Novel Support vector machine is often used 

in email spam filtering . It has a big effect on spam 

detection. So, the program detects spam mails. 

 

Pseudocode for Novel Support vector machine 

Step1: Import packages. 

Step2: Create an input dataset. 

Step3: Analyze the size of the taken input data. 

Step4: Split the datasets for testing and training the 

dataset. 

Step5: Apply Support Vector Machine algorithm. 

Step6: Predict the results. 

https://paperpile.com/c/Q9X4Kv/4tqU
https://paperpile.com/c/Q9X4Kv/ck8T
https://paperpile.com/c/Q9X4Kv/ck8T
https://paperpile.com/c/Q9X4Kv/DmWk
https://paperpile.com/c/Q9X4Kv/KB8Q
https://paperpile.com/c/Q9X4Kv/MulC
https://paperpile.com/c/Q9X4Kv/MulC
https://paperpile.com/c/Q9X4Kv/39uk
https://paperpile.com/c/Q9X4Kv/39uk
https://paperpile.com/c/Q9X4Kv/FDpN
https://paperpile.com/c/Q9X4Kv/FDpN
https://paperpile.com/c/Q9X4Kv/n3f8
https://paperpile.com/c/Q9X4Kv/LJEzy+7R1ao+TLOdF+aX1MN+Nhu4w+iNZlJ+ItIi1+IYBVH+vabS0+gIdKB
https://paperpile.com/c/Q9X4Kv/LJEzy+7R1ao+TLOdF+aX1MN+Nhu4w+iNZlJ+ItIi1+IYBVH+vabS0+gIdKB
https://paperpile.com/c/Q9X4Kv/LJEzy+7R1ao+TLOdF+aX1MN+Nhu4w+iNZlJ+ItIi1+IYBVH+vabS0+gIdKB
https://paperpile.com/c/Q9X4Kv/LJEzy+7R1ao+TLOdF+aX1MN+Nhu4w+iNZlJ+ItIi1+IYBVH+vabS0+gIdKB
https://paperpile.com/c/Q9X4Kv/LJEzy+7R1ao+TLOdF+aX1MN+Nhu4w+iNZlJ+ItIi1+IYBVH+vabS0+gIdKB
https://paperpile.com/c/Q9X4Kv/RiT9N
https://paperpile.com/c/Q9X4Kv/RiT9N
https://paperpile.com/c/Q9X4Kv/zFr2
https://paperpile.com/c/Q9X4Kv/zFr2
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Random Forest Algorithm 

Random forest is a Supervised Machine Learning 

Algorithm that is used widely in Classification and 

Regression problems(Mishra and Thakur 2013). It 

builds decision trees on different samples and takes 

their majority vote for classification and average in 

case of regression. It performs better results for 

classification problems 

 

Pseudocode for Random Forest Algorithm 

Step1: Import packages. 

Step2: Create an input dataset. 

Step3: Analyze the size of the taken input data. 

Step4: Split the datasets for testing and training the 

dataset. 

Step5: Apply the RF algorithm. 

Step 6: Predict the results. 

 

Recall that the testing setup includes both hardware 

and software configuration choices. The laptop has 

an Intel Core i5 5th generation CPU with 12GB of 

RAM, an x86-based processor, a 64-bit operating 

system, and a hard drive. Currently, the software 

runs on Windows 10 and is programmed in Python. 

Once the program is finished, the accuracy value 

will appear. Procedure: Wi-Fi laptop connected. 

Chrome to Google Collaboratory search Write the 

code in Python. Run the code. To save the file, 

upload it to the disc, and create a folder for it. Log 

in using the ID from the message. Run the code to 

output the accuracy and graph. 

 

Statistical Analysis 

SPSS is a software tool used for statistics analysis. 

The proposed system utilized 10 iterations for each 

group with predicted accuracy noted and analyzed. 

Independent samples t-test was done to obtain 

significance between two groups (Zhang, Zhu, and 

Yao 2004). Independent samples t-test was done to 

obtain significance between two groups. Dependent 

variable is no.of white list words and independent 

variable is no.of black list words. 

 

3. Results 

 

Table 1 shows the accuracy value of iteration of 

Novel Support vector machine and Random Forest. 

Table 2 represents the Group statistics results 

which depict a Novel Support vector machine with 

mean accuracy of 93.52%, and standard deviation 

is 1.77. Random Forest has a mean accuracy of 

91.41% and standard deviation is 1.83. The 

Proposed Novel Support vector machine algorithm 

provides better performance compared to the 

Random Forest algorithm. Table 3 shows the 

independent samples T-test value for Novel 

Support vector machine and Random Forest with 

Mean difference as 8.1, std Error Difference as 

0.80. The results achieved with p=0.019 (p<0.05) 

shows that two groups are  statistically 

insignificant. 

Figure 1 shows the bar graph comparison 

of mean of accuracy on Novel Support vector 

machine and Random Forest algorithm. Mean 

accuracy of Novel Support vector machine is 

93.52% and Random Forest  is 91.41%.  

 

4. Discussion 

 

In this study,Junk email spam detection using the 

Novel Support vector machine algorithm has 

significantly higher accuracy, approximately 

93.52% in comparison to Random Forest 91.41%. 

Novel Support vector machine appears to produce 

more consistent results with minimal standard 

deviation.  

These spam emails may cause serious 

threat to the user i.e,the email addresses used for 

any online registrations may be collected by the 

malignant third parties and they expose the genuine 

user to various kinds of attacks. Another method of 

spamming is by creating a temporary email register 

and receiving emails that can be terminated after 

some certain amount of time (Ali and Maqsood 

2018). Spam email is very annoying for email 

account users to get relevant information. Detection 

of email spam has actually been applied to email 

services for the public with various methods. The 

server administrator must add a separate or 

modular spam detection feature so that e-mail 

accounts can be protected from spam email 

(Santoso 2019). Phishing is one of the major 

challenges faced by the world of e-commerce 

today. Thanks to phishing attacks, billions of 

dollars have been lost by many companies and 

individuals. In 2012, an online report put the loss 

due to the phishing attack at about $1.5 billion. 

This global impact of phishing attacks will 

continue to be on the increase and thus requires 

more efficient phishing detection techniques to 

curb the menace(Akinyelu and Adewumi 2014). 

Sending and receiving emails have continued to 

take the lead being the easiest and fastest way of e-

communication despite the presence of other forms 

of e-communication such as social networking 

(Abdullahi et al. 2021). The rise in online 

transactions through email has globally contributed 

to the increasing rate of spam emails, which has 

been a major problem in the field of computing. 

The limitation of this research is that it is 

not possible to consider all given feature variable 

parameters for training. If you have no occurrences 

of a class label and a certain attribute value 

together then the frequency-based probability 

estimation will be zero. A big data set is required 

for making reliable predictions of the probability of 

each class. Future scope of proposed work will be 

https://paperpile.com/c/Q9X4Kv/4tqU
https://paperpile.com/c/Q9X4Kv/rckuM
https://paperpile.com/c/Q9X4Kv/rckuM
https://paperpile.com/c/Q9X4Kv/KB8Q
https://paperpile.com/c/Q9X4Kv/KB8Q
https://paperpile.com/c/Q9X4Kv/9XVF
https://paperpile.com/c/Q9X4Kv/jXb1
https://paperpile.com/c/Q9X4Kv/eBhyV
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junk email spam detection using class labels  for 

lesser time complexity. 

 

5. Conclusion 

 

In this study Junk email spam detection using the 

Novel Support vector machine algorithm has 

significantly higher accuracy, approximately 

(93.52%) in comparison to Random Forest 

(91.41%). Novel Support vector machine appears 

to produce more consistent results with minimal 

standard deviation. 
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Table 1.  This table contains Accuracy Values for Support Vector Machine(SVM) and Random Forest 

Algorithm (RFA) 

S.NO SVM RFA 

1 96.80 94.61 
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2 94.59 93.00 

3 93.30 92.40 

4 92.66 91.70 

5 91.10 90.60 

6 92.20 88.50 

7 95.00 90.40 

8 94.32 92.40 

9 91.30 89.10 

10 94.00 91.40 

 

Table 2. Group Statistics Results-SVM has a mean (93.52%), std.deviation (1.77), whereas for RF  has 

mean (91.41%), std.deviation (1.83). 

Group Statistics 

 

 

Accuracy 

 Groups N Mean Std deviation 
Std. Error 

Mean 

SVM 10 93.5270 1.7725 0.5605 

RF 10 91.4110 1.8346 0.5801 

 

Table 3. The significance value  p=0.019 (p<0.05) shows that two groups are  statistically significant. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Accuracy 

 

 

 

 

Independent Samples Test 

Levene’s Test for Equality of 

Variances 
T-test for Equality of Means 

F Sig t df 

Sig 

(2-

tailed) 

Mean 

Difference 

Std.Error 

Difference 

95% 

Confidence 

Interval of the 

Difference 

Lower Upper 

Equal 

variances 

assumed 

0.000 0.019 2.623 18.000 0.017 2.1160 0.8067 0.4211 3.8108 

Equal 

variances 

not 

assumed 

  2.623 17.979 0.017 2.1160 0.8067 0.4211 3.8110 
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Fig. 1. Bar Graph Comparison on mean accuracy of Support vector machine (93.52%) and Random forest  

algorithm(91.4%). X-axis is having SVM, RFA, Y-axis is having Mean Accuracy with  ±1 SD. 

 

 


