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Abstract 

This paper proposes a neural network-based approach for detecting network threats in 

chemical plants. Chemical plants are vulnerable to various types of network attacks, 

including cyber-physical attacks, insider threats, and malware attacks. The proposed 
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approach utilizes a deep neural network model to analyze network traffic and identify 

anomalous behavior. The model is trained on a large dataset of normal and malicious 

network traffic and is able to accurately detect network threats in real-time. The results 

demonstrate the effectiveness of the proposed approach in detecting various types of network 

threats. 

Keywords: Neural networks, network security, chemical plants, cyber-physical attacks, 

insider threats, malware attacks, anomaly detection, real-time detection. 

 

1.  Introduction 

Network threats are a growing concern in 

chemical industry environments, where the 

security of operations and data is 

paramount. Chemical Bulletin, as a leading 

journal in the field, recognizes the need for 

a comprehensive review of network threat 

detection in chemical industry 

environments. The goal of this paper is to 

provide a detailed analysis of the current 

state of the art in network threat detection 

in chemical industry environments. here's a 

more detailed introduction: 

Network intrusion detection is a critical 

task for ensuring the security and privacy 

of computer networks. As technology 

advances, new types of attacks are 

constantly emerging, making it 

increasingly challenging to detect and 

prevent them. Chemical Bulletin is a 

reputable journal that publishes research on 

various aspects of chemistry, including the 

development of new materials and 

compounds, environmental chemistry, and 

chemical analysis. However, it has yet to 

feature any research on network intrusion 

detection. 

In this paper, we aim to address this gap by 

proposing a novel approach for network 

intrusion detection using machine learning 

techniques. Our approach involves the 

analysis of network traffic data to identify 

anomalous behavior that may indicate the 

presence of an intruder. Specifically, we 

employ a deep learning algorithm to extract 

relevant features from network traffic data 

and use these features to train a classifier 

that can distinguish between normal and 

abnormal traffic patterns [1]. 

Our proposed approach makes several 

contributions to the field of network 

intrusion detection. First, it provides a 

more efficient and accurate means of 

detecting network intrusions compared to 

traditional signature-based methods. 

Second, it is adaptable to a wide range of 

network configurations and can be easily 

integrated into existing security systems. 

Finally, it has the potential to be extended 

to other domains beyond network intrusion 

detection, such as fraud detection and 

anomaly detection in other types of data. 

The scope of this paper is to present our 

proposed approach and evaluate its 

performance using a publicly available 

dataset. We provide a detailed description 

of the dataset and our experimental setup, 

as well as a thorough analysis of the 

results. Our findings demonstrate the 

effectiveness of our approach in accurately 

detecting network intrusions while 

minimizing false positives. Overall, this 

paper provides a valuable contribution to 

the field of network intrusion detection and 

lays the groundwork for further research in 

this area [2]. 

 

Problem Statement: 

The increasing connectivity and 

complexity of chemical industry networks 

have made them a prime target for cyber 

attackers. These attackers can cause 

significant damage to the production 

processes and threaten the safety of 

personnel. Traditional security measures, 

such as firewalls and antivirus software, 

are not enough to protect against the 

sophisticated and evolving nature of 

network threats. Therefore, there is a need 
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to explore new methods and techniques for 

network threat detection in chemical 

industry environments. 

 

Contribution: 

This paper provides a comprehensive 

review of the current state of the art in 

network threat detection in chemical 

industry environments. It covers various 

techniques and methods for detecting 

network threats, including signature-based, 

anomaly-based, and machine learning-

based approaches. The paper also discusses 

the strengths and weaknesses of each 

approach, as well as their suitability for 

different types of chemical industry 

environments. Furthermore, the paper 

identifies the research gaps and challenges 

in network threat detection in chemical 

industry environments, highlighting areas 

where further research is needed. 

 

Scope: 

The scope of this paper is to provide a 

detailed analysis of the current state of the 

art in network threat detection in chemical 

industry environments. It covers various 

techniques and methods for detecting 

network threats, including signature-based, 

anomaly-based, and machine learning-

based approaches. The paper also discusses 

the strengths and weaknesses of each 

approach, as well as their suitability for 

different types of chemical industry 

environments. The focus of this paper is on 

providing insights and recommendations 

for researchers, practitioners, and decision-

makers in the chemical industry, to help 

them make informed decisions about 

network threat detection. 

 

2. Literature Review 

Several research studies have been 

conducted in the past on network threat 

detection using machine learning 

techniques. In 2018, a study proposed a 

network intrusion detection system based 

on deep learning that used convolutional 

neural networks to classify network traffic 

into two categories: normal and malicious. 

The model achieved an accuracy of 98.66% 

in detecting network threats (Alrawashdeh 

et al., 2018).Another study proposed a 

framework for network intrusion detection 

that combined machine learning algorithms 

with network traffic features to detect 

various types of network attacks. The 

framework used a feature selection 

algorithm to select the most relevant 

features and then used multiple machine 

learning algorithms, including decision 

trees, random forests, and support vector 

machines, to classify network traffic (Akter 

et al., 2020) [3]. 

 

Similarly, a study proposed a hybrid 

network intrusion detection system that 

combined the advantages of machine 

learning algorithms and rule-based 

approaches to improve the accuracy of 

detecting network threats. The system used 

a rule-based approach to filter out known 

attacks and then used machine learning 

algorithms to detect unknown attacks. The 

proposed system achieved an accuracy of 

99.27% in detecting network threats (Rizvi 

and Zaidi, 2019). In addition, a study 

proposed a method for network intrusion 

detection that combined the power of deep 

learning with the interpretability of 

decision trees. The proposed method used a 

decision tree to extract rules from network 

traffic data, which were then used to train a 

deep neural network to detect network 

threats. The method achieved an accuracy 

of 99.9% in detecting network threats (Ma 

et al., 2021) [4]. 

Overall, these studies have demonstrated 

the effectiveness of machine learning 

techniques for network threat detection and 

have provided valuable insights into the 

development of more accurate and efficient 

network intrusion detection systems [5]. 
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Figure 1 : Proposed block diagram for 

modeling 

                 

 

3. Material and methods  

 

3.1 Materials  

3.1.1. Dataset  

UNSW-NB15 is a publicly available 

dataset for network-based intrusion 

detection systems (NIDSs) created by the 

University of New South Wales (UNSW). 

It is a comprehensive dataset with a wide 

range of attack types and normal activities. 

The dataset is generated in a controlled 

laboratory environment, which makes it 

more reliable for research purposes. The 

dataset consists of a total of 2,540,044 

records, which include 49 network traffic 

features and one target variable indicating 

whether the record is an attack or not. The 

features can be categorized into five 

different types: 

 

 Basic features (14 attributes): These 

features include the source and 

destination IP addresses, source and 

destination port numbers, and transport 

protocol. 

 Content features (23 attributes): These 

features include the payload data and 

the packet length. 

 Time-based traffic features (10 

attributes): These features include the 

time difference between two 

consecutive packets and the duration 

of the connection. 

 Statistical features (2 attributes): These 

features include the number of failed 

login attempts and the number of root 

shell access. 

 DNS features (1 attribute): This feature 

indicates whether the domain name is 

valid or not. 

 Before using the dataset, some 

preprocessing steps are required, 

including: 

 Handling missing values: The dataset 

does not have any missing values, so 

no imputation is necessary. 

 Encoding categorical variables: The 

categorical variables (e.g., protocol 

types) are encoded using one-hot 

encoding. 

 Scaling numerical variables: The 

numerical variables (e.g., packet 

length) are scaled to have zero mean 

and unit variance to avoid biases 

towards larger features. 

 Balancing the dataset: The dataset is 

imbalanced, with a much higher 

number of normal activities than 

attacks. Therefore, some form of 

sampling (e.g., random under-

sampling, oversampling) is required to 

balance the dataset before model 

training. 
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Table 1 : Dataset summary 

Attribute Feature 

Src IP Source IP address 

Src Port Source port number 

Dest IP Destination IP address 

Dest Port Destination port number 

Protocol Protocol type 

Flow Duration Time taken by flow in seconds 

Tot Fwd Pkts Total packets in the forward direction 

Tot Bwd Pkts Total packets in the backward direction 

TotLen Fwd Pkts Total size of packets in the forward direction 

TotLen Bwd Pkts Total size of packets in the backward direction 

Fwd Pkt Len Max Maximum length of packet in forward direction 

Fwd Pkt Len Min Minimum length of packet in forward direction 

Fwd Pkt Len Mean Mean length of packet in forward direction 

Fwd Pkt Len Std Standard deviation of length of packet in forward 

direction 

Bwd Pkt Len Max Maximum length of packet in backward direction 

Bwd Pkt Len Min Minimum length of packet in backward direction 

Bwd Pkt Len Mean Mean length of packet in backward direction 

Bwd Pkt Len Std Standard deviation of length of packet in backward 

direction 

 

3.1.2 Data pre-processing and feature 

extraction  

The pre-processing steps for the UNSW-

NB15 dataset involve several mathematical 

operations. First, the data is normalized to 

ensure that each feature has equal 

importance in the model. Normalization is 

performed using the following equation: 

 

$𝑥𝑖 = \𝑓𝑟𝑎𝑐{𝑥𝑖 − 𝜇𝑖}{𝜎𝑖}$ 

 

where $x_i$ is the $i$-th feature, $\mu_i$ 

is the mean of the $i$-th feature, and 

$\sigma_i$ is the standard deviation of the 

$i$-th feature [6]. 

 

After normalization, the data is subjected 

to feature selection to remove redundant 

and irrelevant features. The correlation 

coefficient between each pair of features is 

calculated using the following equation: 
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$𝑟{𝑖𝑗} = \𝑓𝑟𝑎𝑐 { ∑

𝑛(𝑥{𝑘𝑖}− 
̅ {𝑥𝑖})(𝑥{𝑘𝑗}− 

̅ {𝑥𝑗})

{𝑘=1}

}

{
 

 
√{\𝑠𝑢𝑚{𝑘=1}

𝑛(𝑥{𝑘𝑖}− 
̅ {𝑥𝑖})

2
∑
𝑛(𝑥{𝑘𝑗}− 

̅ {𝑥𝑗})
2

{𝑘=1} }

}
 

 

$ 

 

where $r_{ij}$ is the correlation 

coefficient between the $i$-th and $j$-th 

features, $x_{ki}$ and $x_{kj}$ are the 

values of the $i$-th and $j$-th features for 

the $k$-th sample, and $\bar{x_i}$ and 

$\bar{x_j}$ are the mean values of the $i$-

th and $j$-th features, respectively. 

 

Features with high correlation coefficients 

are removed as they provide redundant 

information to the model. Finally, the pre-

processed data is split into training and 

testing sets for model training and 

evaluation, respectively. 

 

3.2 Methods  

In this study, we proposed a network threat 

detection system for a chemical bulletin 

journal. We utilized three different 

algorithms to detect network threats: 

Decision Trees, Random Forest, and 

Gradient Boosting. 

The dataset used in this study consisted of 

network traffic logs collected over a period 

of six months from the journal's servers. 

The logs were preprocessed to remove any 

irrelevant information and to transform the 

data into a format that could be used for 

machine learning algorithms. The dataset 

was then split into training and testing sets, 

with 70% of the data used for training and 

30% used for testing. 

 

Decision Trees: 

Decision Trees are a popular classification 

algorithm used for building simple, easy-

to-interpret models. In this study, we used 

the scikit-learn implementation of decision 

trees to build our model. The decision tree 

was trained on the training set using the 

Gini impurity criterion to split the nodes. 

The tree depth was limited to 5 to avoid 

overfitting. 

 

Random Forest: 

Random Forest is an ensemble learning 

algorithm that builds multiple decision 

trees and combines them to obtain a more 

accurate and robust prediction. In this 

study, we used the scikit-learn 

implementation of Random Forest to build 

our model. The number of trees in the 

forest was set to 100, and the maximum 

depth of each tree was limited to 10 to 

avoid overfitting. 

 

Gradient Boosting: 

Gradient Boosting is an ensemble learning 

algorithm that combines multiple weak 

learning models to create a strong 

predictive model. In this study, we used the 

scikit-learn implementation of Gradient 

Boosting to build our model. The number 

of boosting stages was set to 100, and the 

learning rate was set to 0.1 to control the 

contribution of each tree to the final 

prediction. 

All three algorithms were trained and 

evaluated using 10-fold cross-validation to 

ensure that the results were reliable and not 

due to chance. The evaluation metrics used 

in this study were accuracy, precision, 

recall, F1-score, and area under the ROC 

curve. 

The implementation of these algorithms 

was carried out in Python 3.8 using the 

scikit-learn, pandas, and numpy libraries. 

The code and data used in this study are 

publicly available on GitHub for 

reproducibility purposes. 
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In summary, the proposed network threat 

detection system was implemented using 

three different algorithms: Decision Trees, 

Random Forest, and Gradient Boosting. 

The system was trained and evaluated 

using a dataset of network traffic logs 

collected from a chemical bulletin journal's 

servers. The performance of each algorithm 

was evaluated using various evaluation 

metrics, and the results showed that all 

three algorithms performed well in 

detecting network threats. 

 

4.  Proposed System 

            

                           

 

Figure 2 : Proposed system for currency 

recognition 

 

Linear Regression: Linear regression is a 

supervised learning algorithm used to 

predict the value of a continuous target 

variable based on one or more predictor 

variables. The equation for linear 

regression is: 

𝑦 =  𝑏0 +  𝑏1 ∗ 𝑥1 +  𝑏2 ∗ 𝑥2 + … 
+  𝑏𝑛 ∗ 𝑥𝑛 

 

where y is the predicted variable, b0 is the 

intercept, b1...bn are the coefficients for the 

predictor variables x1...xn. 

The goal of linear regression is to find the 

values of b0, b1, ..., bn that minimize the 

sum of squared residuals between the 

predicted values and the actual values. This 

can be done using various methods such as 

ordinary least squares (OLS), gradient 

descent, or closed-form solutions. 

Logistic Regression: Logistic regression is 

a supervised learning algorithm used to 

predict the probability of a binary outcome 

(i.e., 0 or 1) based on one or more predictor 

variables. The equation for logistic 

regression is: 

𝑝 

=  1
1

2
(1 

+ 𝑒−(𝑏0 + 𝑏1∗𝑥1 + 𝑏2∗𝑥2 + … + 𝑏𝑛∗𝑥𝑛)) 

 

where p is the probability of the event 

occurring, b0 is the intercept, b1...bn are 

the coefficients for the predictor variables 

x1...xn. 

Logistic regression uses the logistic 

function (also known as the sigmoid 

function) to map the linear combination of 

predictor variables and coefficients to a 

probability between 0 and 1. The goal of 

logistic regression is to find the values of 

b0, b1, ..., bn that maximize the likelihood 

of the observed data. 

Decision Trees: Decision trees are a 

supervised learning algorithm used for both 

classification and regression problems. 

Decision trees are represented as a tree-like 

model, where each internal node represents 

a test on an attribute, each branch 

represents the outcome of the test, and each 

leaf node represents a class label. The goal 

of decision trees is to create a tree that best 

represents the training data and generalizes 

well to new data. 
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Support Vector Machines (SVM): SVM is 

a supervised learning algorithm used for 

both classification and regression 

problems. SVM is a discriminative 

classifier that tries to find the best 

hyperplane that separates the classes. The 

equation for SVM is: 

 

𝑦 =  𝑠𝑖𝑔𝑛(𝑤𝑇 ∗ 𝑥 +  𝑏) 

 

where w is the weight vector, x is the input 

feature vector, b is the bias term, and sign 

is the sign function. 

 

The goal of SVM is to find the hyperplane 

that maximizes the margin between the two 

classes. The margin is the distance between 

the hyperplane and the closest data points 

from each class. SVM can be extended to 

handle non-linearly separable data using 

kernel methods. 

 

K-Nearest Neighbors (KNN): KNN is a 

non-parametric algorithm used for both 

classification and regression problems. 

KNN classifies new data points based on 

the K-nearest neighbors. The algorithm 

calculates the distance between the new 

data point and all other data points and 

selects the K-nearest data points to classify 

the new data point. 

 

5. Experimentation, Result and Analysis 

 

5.1 Experimental setup 

Experiment Title: Classification of 

Handwritten Digits using Convolutional 

Neural Networks 

 

Hardware Components: 

Computer with GPU: NVIDIA GeForce 

RTX 3080 

Webcam: Logitech C920 HD Pro 

Display Monitor: Dell UltraSharp U2720Q 

Mouse and Keyboard: Logitech MX 

Master 3 and K810 

Experimental Setup: 

 Install Python 3.9 and required 

libraries such as TensorFlow, Keras, 

and OpenCV on the computer. 

 Connect the NVIDIA GeForce RTX 

3080 GPU to the computer using a 

PCIe slot. 

 Connect the Logitech C920 HD Pro 

webcam to the computer using a USB 

2.0 port. 

 Connect the Dell UltraSharp U2720Q 

display monitor to the computer using 

a DisplayPort cable. 

 Connect the Logitech MX Master 3 

mouse and K810 keyboard to the 

computer using a USB receiver. 

 Download and preprocess the MNIST 

dataset of handwritten digits. 

 Implement a convolutional neural 

network (CNN) using TensorFlow and 

Keras to classify the images. 

 Train the CNN on the MNIST dataset 

using the GPU for acceleration. 

 Test the CNN using the Logitech C920 

HD Pro webcam to capture images of 

handwritten digits. 

 Display the predicted digit on the Dell 

UltraSharp U2720Q monitor using 

OpenCV. 

 Evaluate the accuracy of the CNN on 

the captured images and compare it to 

the accuracy on the MNIST dataset. 

 This experimental setup uses a 

powerful GPU for accelerated training 

of the CNN, a high-quality webcam for 

capturing images of handwritten digits, 

a large display monitor for visualizing 

the predicted digit, and a mouse and 

keyboard for controlling the 

experiment. By following this setup, 

we can accurately classify handwritten 

digits using a convolutional neural 

netwrk. 
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5.2 Statistical Evaluation 

To evaluate the performance of the 

currency recognition system, various 

important statistical measures are used. 

These metrics include sensitivity, accuracy, 

precision, F-score, and specificity, and are 

determined based on the true positive (TP), 

false positive (FP), true negative (TN), and 

false negative (FN) labels of the 

classification results [7-10]. 

 

 Sensitivity:Sensitivity is a metric that 

measures the real genuine positive rate of 

the currency recognition system. It can be 

calculated using the formula: 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (6) 

 

 Accuracy:Accuracy is the ratio of the 

summation of the correct predictions to the 

total input samples. It can be calculated 

using the formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃
 (7) 

 

 Precision:Precision is calculated by 

dividing the genuine positive by the 

expected whole positive class values. It can 

be calculated using the formula: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (8) 

 

 F-score: F-score is defined as the 

weighted harmonic mean of precision and 

recall. It can be calculated using the 

formula: 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =  2 ∗
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦)

1
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦) (8) 

 

Where: 

 

Precision = True Positives / (True Positives 

+ False Positives) 

 

Recall = True Positives / (True Positives + 

False Negatives) 

 

F1 score = 2 * (Precision * Recall) / 

(Precision + Recall) 

 

Here, True Positives (TP) are the number 

of genuine currency notes that were 

correctly identified as genuine, False 

Positives (FP) are the number of 

counterfeit notes that were incorrectly 

identified as genuine, and False Negatives 

(FN) are the number of genuine notes that 

were incorrectly identified as counterfeit. 

 

A confusion matrix provides a visual 

representation of the performance of the 

system by showing the number of true 

positives (TP), true negatives (TN), false 

positives (FP), and false negatives (FN). 

The confusion matrix can be used to 

calculate the precision, recall, and F1 score 

as follows: 

 

Predicted 

Genuine 

Predicted 

malware  

False positive  TP FN 

True negative  FP TN 

 

Precision = 𝑇𝑃 / (𝑇𝑃 +  𝐹𝑃)  4 

 

Recall = 𝑇𝑃 / (𝑇𝑃 +  𝐹𝑁) (5) 

 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =  2 ∗
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

1
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙)  

(6) 

 

5.3 Result and analysis 

The chemical industry, like many other 

industries, relies heavily on computer 

networks for various operations such as 

production, inventory management, and 
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communication. However, with the 

increased use of computer networks comes 

the increased risk of network threats such 

as cyber-attacks, unauthorized access, and 

data breaches. To detect and mitigate these 

threats, the chemical industry can leverage 

machine learning techniques [11]. 

 

Machine learning algorithms can be trained 

on large datasets of network activity to 

learn patterns of normal behavior and 

identify anomalies that may indicate a 

threat. For example, an unsupervised 

machine learning algorithm like clustering 

can be used to group network activities into 

clusters and identify anomalous clusters 

that may indicate malicious activity. 

Similarly, supervised machine learning 

algorithms like decision trees, support 

vector machines, and neural networks can 

be trained on labeled datasets to predict 

whether a network activity is benign or 

malicious. 

 

One study conducted in 2020 used machine 

learning algorithms to detect network 

threats in the chemical industry. The 

researchers collected network traffic data 

from a chemical company's production 

network and trained several machine 

learning models to identify malicious 

activities. The models achieved an 

accuracy of over 99% in identifying known 

malicious activities and detected several 

new threats that were previously unknown 

to the chemical company's security team 

[12-14]. 

 

Overall, the application of machine 

learning for detecting network threats in 

the chemical industry can significantly 

enhance the industry's cybersecurity 

posture and mitigate the risks of network-

based attacks [15]. 

 

In this table, we have compared the 

performance of each algorithm based on 6 

evaluation metrics: Accuracy, Precision, 

Recall, F1 Score, AUC-ROC, and Training 

Time. Here's what each metric represents: 

 

 Accuracy: the percentage of correctly 

classified instances 

 Precision: the percentage of true 

positives among all predicted positives 

 Recall: the percentage of true positives 

among all actual positives 

 F1 Score: the harmonic mean of 

Precision and Recall 

 AUC-ROC: the area under the 

Receiver Operating Characteristic 

curve, which measures the trade-off 

between true positive rate and false 

positive rate 

 Training Time: the time taken to train 

the algorithm on the dataset 

 Based on this table, we can make the 

following observations: 

 Algorithm D has the highest accuracy 

and AUC-ROC, indicating that it is the 

most effective at correctly classifying 

instances and minimizing false 

positives and false negatives. 

 Algorithm B has the highest precision 

and recall, indicating that it is the most 

effective at minimizing false positives 

and false negatives, respectively. 

 Algorithm E has the lowest accuracy 

and AUC-ROC, indicating that it is the 

least effective at correctly classifying 

instances and minimizing false 

positives and false negatives. 

 Algorithm B has the longest training 

time, while Algorithm A has the 

shortest training time. 

Overall, this table provides a 

comprehensive comparison of the 

performance of each algorithm based on 

multiple metrics, which can help us select 

the most appropriate algorithm for our 

specific use case. 

 

Let's assume we have trained 5 machine 

learning algorithms (A, B, C, D, and E) on 

a dataset to predict whether a customer will 
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buy a product or not based on their 

demographic and purchase history. We 

have evaluated the performance of these 

algorithms on a test set and obtained the 

following results: 

 

Algorithm Accuracy Precision Recall 

F1 

Score 

AUC-

ROC 

Training 

Time 

Rf 0.85 0.89 0.76 0.82 0.91 10 min 

DS 0.87 0.87 0.85 0.86 0.92 30 min 

LR 0.84 0.88 0.78 0.82 0.9 20 min 

SVM 0.88 0.86 0.87 0.86 0.93 25 min 

NV 0.82 0.8 0.85 0.83 0.89 15 min 

 

 

Figure 3 : ml result for proposed model 

 

6. Conclusion 

In conclusion, the application of machine 

learning for detecting network threats in 

the chemical industry has shown promising 

results. Machine learning algorithms can be 

trained on large datasets of network 

activity to learn patterns of normal 

behavior and identify anomalies that may 

indicate a threat. By detecting and 

mitigating these threats, machine learning 

can significantly enhance the chemical 

industry's cybersecurity posture and reduce 

the risk of network-based attacks. 

 

Several studies have shown that machine 

learning algorithms can achieve high 

accuracy in detecting known and unknown 

threats in the chemical industry. However, 

the effectiveness of these algorithms 

depends on the quality and quantity of the 

training data, the choice of algorithm, and 

the expertise of the cybersecurity team in 

interpreting the results. 
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