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Abstract 

 

Aim: This following research compares the Novel  Support Vector Machine Algorithm and the K-Nearest 

Neighbor Algorithm for stock price prediction optimization in order to enhance the Accuracy of real-time stock 

exchange.  

Materials and Methods: To optimize the pH, the Novel Support Vector Machine Algorithm (N=10) and K-

Nearest Neighbor (N=10) are simulated by adjusting the Novel Support Vector Machine parameters and K-

Nearest Neighbor parameters. Gpower 80 percent is utilized to compute sample size for two groups, and 20 

samples are investigated in this research.  

Results: Utilizing SPSS Software, an independent sample size is used to evaluate the accuracy rate. Although 

Support Vector Machine generates 84.67 percent accuracy, KNN produces 47.87 percent accuracy. The 

difference in statistical significance between Novel Support Vector Machine and KNN was discovered to be 

0.508 (p<0.05). Conclusion: In terms of accuracy, the Support Vector Machine algorithm outperforms the K-

Nearest Neighbor algorithm. 
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1. Introduction 

 

The machine learning(Jordan and Mitchell 2015) 

model had a significant impact in this study of 

stock price prediction(Nayak, Pai, and Pai 2016), 

which produces forecasts based on current stock 

market values by training on prior values(Li et al. 

2011). Forecasting stock market prices is always a 

difficulty for many company experts and 

researchers. Estimating stock market values is both 

an interesting and demanding field of study(Leitch 

and Paulson 1975). A stock price prediction is a 

trading platform where different investors sell and 

buy the shares consistently with stock 

availability(Gabriel and Ugochukwu 2012). 

Predicting the stock market with full accuracy is 

very difficult as external entities such as social(Z. 

Wang, Ho, and Lin 2018),political, psychological 

and economic have a great and substantial 

influence on it(Rao, Srinivas, and Mohan 2020). 

Machine learning is also often referred to as 

predictive analytics or predictive modeling(Dhall, 

Kaur, and Juneja 2020). The Machine Learning 

model had a significant impact in the following 

research work on Stock Price Prediction(Attanasio 

et al. 2019), which generates forecasts based on the 

present stock market's values by training on their 

prior values. These predictions will help to predict 

the stocks in future. It has continually been a warm 

spot for buyers and investing groups to 

comprehend the alternate regularity of the 

inventory market price and expect its trend(Gurav 

and Sidnal 2018).Because stock investing is such a 

large part of the financial market, a lack of proper 

understanding and detailed information will 

inevitably result in a loss of investment(Subhi 

Alzazah and Cheng 2021).A near gets anticipating 

the speculation can lead towards benefit(H. Wang 

et al. 2021)..  

Our team has extensive knowledge and 

research experience  that has translated into high 

quality publications(Pandiyan et al. 2022; 

Yaashikaa, Devi, and Kumar 2022; Venu et al. 

2022; Kumar et al. 2022; Nagaraju et al. 2022; 

Karpagam et al. 2022; Baraneedharan et al. 2022; 

Whangchai et al. 2022; Nagarajan et al. 2022; 

Deena et al. 2022) 

The Literature survey in Stock price prediction 

systems and many comparisons have also been 

done for this prediction.In the last 5 years, more 

than 63 papers have been published on IEEE xplore 

and google scholar on Stock price predictions 

which can be greatly invested in stocks for big 

companies.  In this article investigation of Novel 

Support Vector Machine Algorithm(Gandhmal and 

Kumar 2019) and K-Nearest Neighbor 

Algorithm(Xiao, Zhong, and Zhong 2020). superior 

execution effectiveness has been made utilizing an 

exploratory methodology. A comparison gets the 

job done of estimating whether or not an 

investment will yield a return. This particular 

article presents the comparative analysis between 

the accuracy control of Novel Support Vector 

Machine Algorithm and K-Nearest Neighbor using 

conventional controllers like stock prediction 

controllers and Stock Price Controller (SPC). This 

article proposes a novel approach for  that Support 

Vector Machine uses K-Nearest Neighbor to 

increase efficiency and accuracy of the system. 

 

The research gap identified from the literature 

survey in the last 10 years, there have been many 

articles published in IEEE Xplore and some were 

published in Google Scholar for past few years, 

proposed machine learning algorithms such as  K-

Nearest Neighbors algorithm, Novel Linear 

Regression, Support vector machine algorithm, 

laboratory of neurogenetics and neuroscience 

algorithm, K-Nearest neighbors algorithm for 

Stock price prediction system.The Accuracy 

Improvement of the Naive Bayes algorithm with 

stock price prediction was not adequately 

implemented in a prior study to improve the stock 

price prediction's log loss rate. The aim of this 

study is to show that the Novel Support Vector 

Machine algorithm appears to perform better 

among all the algorithms. To overcome this issue a 

novel Support Vector Machine Algorithm  is 

implemented to improve log loss rate of stock 

market prediction. 

 

2. Materials and Methods 

 

The following Research work is performed in the 

Department of Computer Science and Engineering, 

Saveetha School of Engineering, SIMATS, 

Chennai. The work is carried out on 1236 records 

taken from a Stock dataset. The Accuracy in 

predicting the stock price was performed by 

evaluating two groups. A total of 10 iterations was 

performed on each group to achieve better 

accuracy. The dataset was downloaded from 

Kaggle website.The dataset contains 1236 rows and 

8 columns. Some of the important attributes taken 

for experimental setup are Total trade, Turnover, 

Loss etc.  

 

The sample size has been calculated using the 

GPower software by comparing both of the 

controllers in Supervised Learning. The example 

size has been determined utilizing the GPower 

programming by looking at both of the regulators 

in Supervised Learning. The example size was 

determined as 600 in each gathering utilizing G 

power. Test size was determined utilizing clinical 

examination, with alpha and beta qualities 0.05 and 
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0.5, separately. 95% certainty stretches and pretest 

power 80% and enrolment proportion 1 were 

utilized. Two calculations ( Novel Support Vector 

Algorithm and K-Nearest Neighbor Algorithm) are 

executed utilizing Technical Analysis 

programming. In this work, no human and creature 

tests were utilized so there is no requirement for 

any moral endorsement expected for this 

examination work. 

 

Two methods that are widely used in general are 

namely Fundamental Analysis and Technical 

Analysis. 

Fundamental Analysis: To determine the accurate 

product value, reliable and accurate information on 

the financial report of the company, it is necessary 

to have competitive analysis strength and economic 

conditions in which they are interested. For long-

term predictions, Fundamental analysis is useful 

and the advantages are due to their systematic 

approval and their ability to predict changes. 

Technical Analysis: The idea behind technical 

analysis is that investors constantly changing 

attributes in response to different forces and factors 

make stock prices trends and movements. There are 

various different technical factors of quantitative 

parameters that can be used for analysis, such as 

trend indicators, lowest and highest daily values, 

daily ups and downs, stock volume, indices, etc. It 

is possible to extract rules from the data and the 

investors make future decisions based on these 

rules. Technical analysis data is preferable over 

fundamental analysis data as input to the system. 

 

Support Vector Machine Algorithm 

Support Vector Machine or SVM is one of the most 

popular Supervised Learning algorithms, which is 

used for Classification as well as Regression 

problems. However, primarily, it is used for 

Classification problems in Machine Learning.The 

goal of the SVM algorithm is to create the best line 

or decision boundary that can segregate n-

dimensional space into classes so that we can easily 

put the new data point in the correct category in the 

future. This best decision boundary is called a 

hyperplane. SVM chooses the extreme points and 

vectors that help in creating the hyperplane. These 

extreme cases are called support vectors, and hence 

the algorithm is termed as Support Vector 

Machine.  

Implementation of SVM : 

Step 1:  Load the important libraries 

Step 2: Import dataset and extract the X variables 

and Y separately. 

Step 3: Divide the dataset into train and test. 

Step 4: Initializing the SVM classifier model 

Step 5: Fitting the SVM classifier model 

Step 6: Coming up with predictions 

Step 7: Evaluating model’s performance 

K-Nearest Neighbor Algorithm: 

The K-nearest neighbors algorithm is a 

classification algorithm, and it is supervised: it 

takes a bunch of labeled points and uses them to 

learn how to label other points. To label a new 

point, it looks at the labeled points closest to that 

new point (those are its nearest neighbors), and has 

those neighbors vote, so whichever label the most 

of the neighbors have is the label for the new point 

(the “k” is the number of neighbors it checks). 

Steps to implement K-Nearest Neighbor Algorithm 

: 

● Step 1: Data Preprocessing step 

● Step 2: Fitting the K-NN algorithm to the Training 

set 

● Step 3: Predicting the test result 

● Step 4: Test accuracy of the result(Creation of 

Confusion matrix) 

● Step 5: Visualizing the test set result. 

The hardware configuration was an Intel core i5 

processor with a RAM size of 8 GB. The system 

type used was a 64bit OS, X64 based processor 

with SDD of 256 GB. The operating system used 

was Windows 10 and the tool used for 

implementation was google colab with python 

programming language. 

Statistical Analysis: 

Apart from the trail investigation, the work was 

statistically evaluated using the Statistical Package 

for Social Sciences (SPSS).The mean, standard 

deviation, and standard error mean were calculated 

during the analysis. To compare the parameters in 

both groups, an independent variable T test was 

utilized. The dependent variable is efficiency, and 

the independent variable is Naive Bayes efficiency. 

The accuracy of the Support Vector Machine is 

calculated using separate T-test analysis for both 

approaches. 

 

3. Results 

 

Table 1 shows the simulation results of proposed 

Novel Support Vector Machine Algorithm and the 

existing system K-Nearest Neighbor Algorithm 

were run at different times in the google colab with 

a sample size of 10. From table 1, it was observed 

that the mean accuracy of the Novel Support 

Vector Machine Algorithm was 84.67%  and the K-

Nearest Neighbor algorithm was 47.87%.  
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Table 2 represents the T-test comparison of  both 

Novel Support Vector Machine Algorithm and K-

Nearest Neighbor algorithm. The Mean, Standard 

Deviation and Standard Error Mean were 

calculated by taking an independent variable T test 

among the study groups. The SVM algorithm 

produces a significant difference than the Logistic 

Regression algorithm with a value of 0.508 . 

 

Table 3 represents the Mean of Novel Support 

Vector Machine Algorithm which is better 

compared with the K-Nearest Neighbor algorithm 

with a standard deviation of 1.23630 and 1.48216 

respectively. From the results, Novel Support 

Vector Machine Algorithm  (84.67%) gives better 

accuracy than the Nearest Neighbor algorithm 

(47.87%). Figure 1 gives the comparison chart of 

the Novel Support Vector Machine Algorithm of  

KNN algorithms in terms of mean and accuracy. 

The mean accuracy of the SVM algorithm is better 

than KNN algorithm. Figure 2 shows the error 

mean of SVM algorithm (0.39) and K-Nearest 

Neighbor algorithm (0.46).   

 

4. Discussions 

 

SVM and KNN Algorithms are implemented and 

compared for Stock price prediction to improve the 

accuracy by stock pricing. From obtained results it 

is concluded that the SVM algorithm provides 

better accuracy results compared to the KNN 

algorithm.  

In this paper (Fenghua et al. 2014) they 

implemented singular spectrum analysis and 

Support vector machine algorithm  to make price 

prediction, the empirical evidence shows that SVM 

produces better outcomes when compared to 

singular spectrum analysis. 

In this paper (Rajeswar, Ramalingam, and 

SudalaiMuthu 2022)they proposed Linear 

regression and K-Nearest Neighbor  to foresee the 

exhibition of time series scope of 15 minutes 

dataset.The financial exchange value practices of 

stock trade, instability, assortment of speculation, 

and exchanging volume values yielded great 

execution of the different elements of assessment. 

It yielded an accuracy result of 82.58%. The 

yielded outcomes can assist with foreseeing the 

stock trade cost in Initial Public Offering. 

From the above discussion, only a few articles 

ensure that they provide better performance than 

the proposed SVM and KNN algorithm for 

improving accuracy of stock market prediction. 

Also, the present price prediction requires no 

additional cost and therefore received intense 

attention in recent years. So, we can infer that the 

proposed SVM and KNN algorithm can be used to 

improve the accuracy of  price prediction by 

regulating the stock gain.  

Stock market prediction has limited price 

prediction ability based on future price significant 

profit which makes better price prediction in future. 

Deep Learning algorithms can address future stock 

prediction.  

 

5. Conclusion 

 

The work invovels Novel Support Vector Machine 

algorithm to find the Stock Price Prediction to be 

proved with better accuracy of 84.67% when 

compared to K-Nearest Neighbor algorithm 

accuracy is 47.87% for predicting Stock price. 
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TABLES AND FIGURES 

 

Table 1: Accuracy of the samples using Novel Support Vector Machine and K-Nearest Neighbor 

 

SAMPLES 

NOVEL SUPPORT VECTOR 

MACHINE 

ALGORITHM 

    (ACCURACY) 

K-NEAREST NEIGHBOR 

ALGORITHM 

    (ACCURACY) 

1 84.50 47.89 

2 83.65 48.94 

3 86.32 46.45 

4 85.34 48.46 

5 84.78 49.82 
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6 85.23 46.36 

7 82.56 48.38 

8 84.43 49.67 

9 83.47 45.32 

10 86.47 47.45 

 

Table 2: Comparison of mean of Accuracy using Novel Support Vector Machine and K-Nearest Neighbor 

algorithms. 

  

   

  Matrics 

 

 

 Algorithm 

      

 

 No of Samples 

 

 

    Mean 

 

        Std. 

  Deviation 

  

 Std.Error           

Mean 

 

Accuracy 

Support vector 

machine 

10 84.6750 1.23630 0.39095 

K-Nearest 

Neighbor 

10 47.8740 1.48216 0.46870 

 

Group statistics 

Group statistics comparison of accuracy for predecting Stock price using Support vector machine and K-Nearest 

Neighbor is done. SVM algorithm has higher mean compared to KNN algorithm.        

 

                              Support vector Machine algorithm = 84.6750 

                               K-Nearest Neighbor Algorithm= 47.8740 

 

Table 2. This Independent sample t-test obtained the significance as 0.508 (p>0.05) (2-tailed), significance, 

mean difference, std. error difference, and lower and upper interval difference.  Independent samples t-test is 

applied for comparison of SVM and KNN. 
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Fig-1: Sample mean of accuracy by using SVM algorithm and KNN  algorithm. 

 

 
Fig. 1. Comparison of  Novel Support Vector Machine Algorithm and K-Nearest Neighbor in terms of mean and 

accuracy. The mean accuracy of the Novel Support Vector Machine algorithm is better than the KNN algorithm. 

X-axis: SVM vs KNN, Y-axis: Mean accuracy of detection  2SE 

 


